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IR & iR

* HaRHE?
— o&kE, TEISERE =R | (FANNESHEEREM

— Reasoning is “the process of drawing conclusions from the principles and evidence” . (Wason &
Johnson-Laird, 1972)

— Reasoning: a mechanism that can generate answers to unseen questions by manipulating existing
knowledge with inference techniques. (Zhou et al., 2020)

— i = F/EHE (knowledge/evidence) + {iH45iE

* [TARRNRMEE?
— BN EREFNREREFRIHEE . BT CAISESHHEHARASE SR ERITE



IR & iR

Inference vs Reasoning

® inference: i, BHEEICHNTIE
— FiitFstatistical inference, ANINTHTHERT. U (o HERT) . ESRHERT
— MUERERGHESET,, train & inference

® reasoning: %, {RifEreason () B4R
— WMZIEHEE:
e s#Zdeductive reasoning: BIEFHHIFHERIE=ERGC (KFHE. /N\BHE->450)
* |34¥inductive reasoning: {KiEcase, "HICEHIIE—XKFPAESFR" -> "AKBHBEXARE"
* YiEabductive reasoning: RZE/ME, FIEEER, HHBECHKER/ MR

* inferenceREEEEMLS, EffreasoninggiE—NinferencefYigFz?
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° HEERYRE

K8 1588
TR 8L |32 BEME_LE, WIFHREI—R

TR EEHETE BIRRET, A—RRENER
ERHE PR M HETE RIRT RN A 7FAIHEETE

ANREHEE HERHEE, MEMRERF AMAPEFE, EEESCH RN HEN
FSQHE | FFSHEE AN (BiE) . AREE (=75H) EXRERFS LHE

(B HEME. ERHEETENRETE




HEIBFESCRIMH

* KGENRHEE-ER%ME (knowledge reasoning)
* HEIHHEIE (commonsense reasoning)
°* HSNESHEIE (natural language inference)

* MTEHEIE (visual reasoning)



KGHIRiEE

° FNRHHE:
— EX: EFMREEEESEL<el, rel, e2>, HIEHIFAISEL

° MMRERE: MRE (ZuiBiatamSPO=7tH)
* Y0#EEEH <Melinda, Livesin, Seatle>

Input:
— {E55: SoR/BH/ERTN pKnéw'efﬂgeGraph G it
claim triple C = (S,5,0) r Bonivento
* MNHA:
— FMhRthE: STEANRE Output:
— ARG (KBQA; W) T Score RS s
— ARG

KEHETHI



Hitx2ERHE

> BETIRREXRIGEA
> BT aitEINGEEA
> BT HRRRGE
> ETEMENEREE
> ETHEMNRTGE
> BT TFEIRGE



M2 BN R EZ—EBFREEKRNGX

> (ESFNIRRERSEEERPRASER (Path Ranking Algorithm)
BEHFE SRR NSRRI IR, JISRHITIALE, 1)k 02888, FUlMm LR ERIXRER
- U= B, RN
- R RENEXRERRRIEGE, FEMEREEENE, BRESIHRIATSERRERN

Wbtk https://link.springer.com/content/pdf/10.1007/s10994-010-5205-8.pdf



M2 BN R EZ—EBFREEKRNGX

> RNN+PRA (IIIID CountryOfHeadquarters

oI

> EELNIES, FIAPRAEH —EHERRBE

Compositon
> {EARNNEERZHITRENER,
EEEEES)

> BUIRIRRRESHFRNRRFEEREKERHAT

. Compositon
REAE,

OSSR om oIm
Microsolt IsBasedin s S-‘_—-.qlllre ___StateLocatedin Washington CountryLocatedin

.| USA

W3rHbik: https://www.aclweb.org/anthology/P15-1016.pdf



HiRth 2B RGE

BFatFINGE

> DeepPath: JGKGHEEELHFIMTBES FKBIMhSCIRBISLIRERTR, ERIFFIRRIER
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M2 BN B EZ—EBFMRRRNGEE

> FRFRRES: MHTRENEFRISHAMR R FIERERRIERALER R,

> BRRRWRERTRZEIGE

* TransE
fr(ht)=||h+r—t|,/L,.
* TransH
fr(hyt) = —[[(h— w, hw, ) + 1 — (t — w, tw, )’
* TransR
fe(h,t) = = |Mh +r = M, t|;.
* TrasnF

fr(h,t) = (h+r) t+h' (t—r).
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M2 BN EF—EBFHRRTNGE

> RESCAL (2011) : 5ERMER, 18FTE= BRI RKE MR
K & EREE

> DistMult (2014) : [E/RRESCAL ER SENMERIRRE R

> ComplEX (2016) RIS, %’iﬁ&miﬂ‘ﬁé&?
)
> NTN (2013) SR 4R
- Fbilinear tensor layerA&&%tfc, ZIEMNSLRZEIRIRRE,
X =JTHRIFT D EREL:

g(e1, R, e2) = upf (E;Wg:k]ﬁz + Vg [:;] + bR)



HiRth 2B RGE

> BEIRKGEEXRARTTNAIEERILL

BT ARG E

WN18 FB15k
s
- MR MRR _ . . MR MRR _ _ .
H (filter) | (filter) gt | Bie [ HhaTo (filter) | (filter) bl (e | HRedd

TransE 251 0.454 0.089 0.823 0.892 125 0.380 0.231 0.472 0.471
TransH 303 — — — 0.867 84 — — — 0.584
TransR 219 — — — 0.920 77 — — — 0.687
TransD 212 — — — 0.925 67 — — — 0.773
DistMult — 0.822 0.930 0.945 0.936 — 0.654 0.402 0.613 0.824
ComplEx — 0.941 0.936 0.945 0.947 — 0.692 0.599 0.759 0.840
ANALOGY — 0.94 0.939 0.944 0.947 — 0.725 0.646 0.785 0.854




HiRth 2B RGE

BT ARG E

C KE Contextuallzed Knowledge Graph Embedding

1. Ziﬁli“’ﬁﬁedges%Dpaths{’E?sinputﬁﬁgiﬂx X EFEHAJembedding
2. SHtransformerfgid{5E215%lembedding
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Laf ) (o ) (ot ]
3
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W3CHbhk: https://arxiv.org/abs/1911.02168

FB15k WN18
’ MRR H@1 H@3 H@I0 MRR H@l H@3 H@I0
Methods that use triples alone
SimplE (Kazemi and Poole, 2018) 727 .660 773 .838 .942 939 944 .947
TorusE (Ebisu and Ichise, 2018) 733 674 71 .832 947 943 950 954
ConvE (Dettmers et al., 2018) 745 .670 .801 .873 942 935 947 955
ConvR (Jiang et al., 2019) 782 720 .826 .887 951 947 955 958
RotatE (Sun et al., 2019) 797 746 .830 .884 .949 944 952 959
HypER (BalaZevié et al., 2019a) .790 734 .829 .885 951 947 955 958
TuckER (Balazevic et al., 2019b) 195 741 .833 .892 953 949 955 958
Methods that use graph contexts or rules
R-GCN+ (Schlichtkrull et al., 2017) .696 .601 760 .842 .819 .697 929 964
KBLRN (Garcia-Duran and Niepert, 2017) 794 748 - 875 - - - -
ComplEx-NNE+AER (Ding et al., 2018) .803 761 .831 .874 943 940 945 948
pLogicNet" (Qu and Tang, 2019) .844 .812 .862 .902 .945 939 947 958
[ CoKE (with triples alone) 855 826 872 906 952 947 955 .960

Table 2: Link prediction results on FB15k and WN18. Baseline results are taken from original papers.

FB15k-237 WNI18RR
MRR H@1 H@3 H@I10 MRR H@1 H@3 H@I10
Methods that use triples alone
ConvE (Dettmers et al., 2018) 316 239 350 491 46 .39 43 48
ConvR (Jiang et al., 2019) .350 261 385 528 475 443 489 537
RotatE (Sun et al., 2019) 338 241 375 533 476 428 492 571
HypER (BalaZevi¢ et al., 2019a) 341 252 376 520 465 436 477 522
TuckER (Balazevié et al., 2019b) .358 .266 394 544 470 443 482 526
Methods that use graph contexts or rules
R-GCN+ (Schlichtkrull et al., 2017) .249 151 264 417 - - - -
KBLRN (Garcia-Duran and Niepert, 2017) 309 219 - .493 - - - -
pLogicNet™ (Qu and Tang, 2019) 332 237 367 524 441 398 446 537
| CoKE (with triples alone) 364 272 400 .549 484 450 496 553

Table 3: Link prediction results on FB15k-237 and WN18RR. Baseline results are taken from original papers.



HiRth 2B RGE

> GNNAETHEESAREE, BEERETR

B I EmEEaTE A

> KGEIZEH + GNN = ZIEIEMRISHIAKRRFT

. BEmEZMEIENencoderEIAIIRET, KGEF S

- FAXIE:

*

R-GCN + DistMult, ESWC18

. W-GCN + Conv-Transk, AAAI19

*

*

GAT + TransE, AAAI19
GAT + ConvKB, ACL19

FB15k-237 WNISRR
Hits Hits

Model @10 @3 @1 MRR @10 @3 @1 MRR
DistMult (Yang et al. 2014) 0.42 0.26 0.16 0.24 0.49 0.44 0.39 043
ComplEx (Trouillon et al. 2016) 0.43 0.28 0.16 0.25 0.51 0.46 041 0.44

R-GCN (Schlichtkrull et al. 2018) | 042 0.26 0.15 0.25 — — = —
ConvE (Dettmers et al. 2017) 0.49 0.35 0.24 0.32 0.48 0.43 0.39 0.46
Conv-Transt 0.51 0.37 0.24 0.33 0.52 047 0.43 046
SACN 0.54 0.39 0.26 0.35 0.54 0.48 0.43 0.47

SACN using FB15k-237-Atir 0.55 0.40 0.27 0.36 E— — = —

Performance Improvement

[ 122% | 143% | 125% | 125% | 125% | 11.6% | 103% | 2.2%

eIk https://arxiv.org/pdf/1811.04441 pdf
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M2 B ARG EF—EFHERNNGE

> ETANARIHEE, AUEFRRIAMIE, FOILFERERTEAR, SEHEENEREANER, FHXILEE, RBEmZE
VR SES
. RN SembeddingEs
.+ BENBRESERIHIRRIES



M2 B ARG EF—EFHERNNGE

> BEMBEESESEIHEIEEEES (plogicNet)
> (ERS/REIXRKEEMNE N =T HNEKE 57
> Bk ZEMNMEREEEIN=tEH, SETKG embeddingZXERI=7tH, oH—=L
> EFLIERIR, FEREMEERHETIIIS:
 E-step: [REZIEMUAINE, ETEEMNEMR=TTH, FIKGHREINE,

i M—step: BEZ'_EKG E?IEEE, E,‘;‘EE@E;@,}QUEQ*X% (Alan Turing, Sorn in, London) (Alan Turing, Live in, UK)
v —

5 ) jog B
— L
Category Algorithm FB15k-237 WNISRR '————____ ___-_E'_—— .
MR MRR H@l HE@3 H@W0 | MR MRR Hel HE@3 HEel e
TramE 3] ] 0326 23 363 51 | B0 023 13 401 531 Baww in A Cliy af = Nadonaliy 1.5 [ 3 :
ke  DIMul[I8] | 254 0241 155 263 419 | 5110 043 19 44 49 e Nt
ComplEx[44] | 339 0247 158 275 428 | 5261 044 41 46 51 R Sy o= Pk
ComE[8] | 244 0325 237 356 501 | 4187 043 40 44 52 o — T PR e T g
tan  HLECH 085 0002 62 98 150 | 251 024 187 313 35% ‘f P (Alan Turing, Natiorality, UK) e X
MIN[35] | 1980 0098 67 103 160 | 11549 0259 191 322 361
s pLogicNet | 173 0330 2301 369 528 | 3436 0230 15 4L1 331
plogicNet* | 173 0332 237 367 524 | 3408 0441 398 446 537 (London, City of. UK) (Alan Turlng, Paliticiar of, UK)

3k https://papers.nips.cc/paper/2019/file/13e5ebb0fal12fe1b31a1067962d74a7-Paper.pdf
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MRt 2ERGEF—EBFFINGZE

> ETMUHAGZE: ( MetaR) A ERKRING—MRE, ZERAER/NDWEIEL
A LURIR I S IR BB AF RO RR -
> EEIIZRE KB

- {EMsupport setd mgradient metathBhiRiES SJrelation meta

- fERquery setERALossEFIREI S

MRR Hits@10 Hits@5 Hits@1 Support Step
NELL-One 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot )
@Matching RESCAL .18 - | 305 - | 243 - | .33 - S — {{h: t:) 'Relation-Meta |
CMatching_TransE 71 = 255 = 210 - 122 - Or = { (ni, ti) } 'i Learner R'Tr
CMatching DistMult 171 = 301 = 221 = 114 = Y Embedding
GMatching_ComplE: 185 201 | 313 311 | 260 264 | 119 143 ' — S
eComplix 185 201 | 22 AL | 260 264 | 19 e . L | S{(hits))
GMatching Random 151 - | 252 - | 186 - | 103 - : carner 209
MetaR (BG:Pre-Train) 164 209 | 331 355 | 238 280 | 093 141 : y ;
[MetaR (BG:In-Train) _ .250 261 | .401 437 | .336  .350 | .170  .168) I [
............................................... B i e B A e B
Wiki-One 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot A4 G :
v — i - - W = = - -
GMatching RESCAL 139 — | 305 - | 228 - | .061 - Query Step . T
CMatching_TransE 219 - 328 w 269 - 163 = .
GMatching DistMult 222 - 340 - 271 - | 164 -
GMatching_ComplEx .200 - 336 - 272 - 120 - R' L [
GMatching Random 198 - | 299 - | .20 - |.133 - T- Embedding|
) n
[MetaR (BG:Pre-Train) 314 .323 | .404 418 | .375 385 | .266 _ .270 | g S { (hiti)}
MetaR (BG:In-Train)  .193 221 | .280 302 | 233 264 | .152 .178 Learner "3 1%3
N . Qr { ( } ! j t ] ' } i
B3k https://arxiv.org/pdf/1909.01515.pdf .
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>IN
ETARF R AR EREN, MRRY, (BERUMEMRE
FEAREIE P TIRERER I LU TEINSE ISR, ST UEEAIEREEPRIREHE
JEELUR TRR{ERIE ZRY0)
ETHERNG A EMNSEERMBGS, &F FHREUENR~EI AR, FREE 7 EEMNE
2 ftEe], (BRI BRI AIEE
TTEIF AN TFRRANREE NP REXRZNDEA, 1HREERDE)GEUEER FEIREEEH
B

> REKGMH
RCEEHESNIRERIES, BRAEEIREPRIAHEEERE (RN -+ RERTRGIE)
FERAANRHEEIERY AT AR (RN +RIRRTGR)

o FREERIVERES) (BTFEINGE)

2EWHk: A Survey on Knowledge Graphs- Representation, Acquisition and Applications, 2020



IR

° FEiRE:
— CYC (1995) : ATHEROAMIN, &#rHIResearchCychrE&BIE7000E RIS,

— ConceptNet (2004) : MITESRBEENEIRINIRE, FEZABEEREE/E/MSREXRBMRAY
1B, BEikRAN(ConceptNet5)BEEEEHF8005 TN 28007 K& EA,

— WebChild 2.0 (2017) : MWebHEHHEXRZ1E-FLFRXEEENEIRE, 8881320055 conceptflactivity,
DR BT 1800 5 =,

— ATOMIC (2019) : XiFif-thenfEzVE IR, MWET87THFE<EMH XA SH>IFRENE, TBX T 3RS
BYRRXA.

o EIRHEE:
— KGEIRHEIERF5E (MSRAEEIEKGIEE, SiRERSFHEIE IS EEZE OSSR RMR)
— FRAE BEFEREMRE, ERNESEARQARE (UNaE, 5HEEmM)



=IETE - $83€Benchmark

® COPA (2011)
— Choice of Plausible Alternatives, 10008 iRERIEIEAYIEIRRR (21%IR)

Table 1: Results of COPA evaluation.

Premise: The man broke his toe. What was the CAUSE of this? | Method Corpus Accuracy (%) |
Alternative 1: He got a hole in his sock. f}ﬁlﬁg I U ggg
; ; ; oemmele et al., ject Gutenberg :

Alternative 2: He dropped a hammer on his foot. PMI-EX (Gordon et al., 2011) Personal Stories 654
Premise: | tipped the bottle. What happened as a RESULT? CS w/o MWP)—1 (Luo et al., 2016) | Causal Net 70.2
Alt fiveii *Tha lismid inthe botts § CS w/o MWP) o5 ClueWeb12 69.9

ernative 1: The liquid in the bottle froze. CS wi MWP)_0 - CheWah1D =
Alternative 2: The liquid in the bottle poured out. Acc. (Y%

Task Model o

best mean std

Sasaki et al. (2017) 712 - -
BERT-large 80.8 75.0 3.0
BERT-SociALIQA 834 80.1 2.0

Premise: | knocked on my neighbor's door. What happened as a RESULT?
Alternative 1: My neighbor invited me in.
Alternative 2: My neighbor left his house.

COPA# iz

COPA

leaderboard



=IETE - $83€Benchmark

® CommonsenseQA
— LIBFFhRigE R KSE & AllenAl E1R0)1ZESS, 12000E%1ER (5MRIEEER)

— HIERSEMEN EZRIEE MRS SEMERPRICEGENKEK, RILIEREIZZEEEFHIEFES N
H BB REEF=AIRXERAA,

Where would I not want a fox? Model s Affiliation ¢ Date ¢ Accuracy ,::\ccurc:cf)ll\l (’:]Used
¢ ConcepiNe! s
5 hen house, 57 england, P mountains, P
: ; : H 03/10/2019 88.9
GF english hunt, GF california Jmen /197
Albert + KCR(knowledge chosen by relations,  [TNLP (Harbin Insfitute of Technology) 07/12/2020 79.5
single model)
Why do people read gossip magazines? UnifiedQA (single model) Allen Institute for Al 04/23/2020 79.1
<& entertained, G get information, G learn, Albert + PathGenerator (ensemble model] ~ USC MOWGL / INK Lab 05/14/2020 78.2
57 improve know how, G lawyer told to T5 gl il Allen Institute for Al 04/23/2020 78.1
TeGBERT (single model) anonymous 07/22/2020 76.8
What do all humans want to experience in their ALBERT (ensemble model| Zhiyan Technology 12/18/2019 76.5

own home?
% feel comfortable, §F work hard, §F fall in love,
§F lay eggs, G live forever



=IETE - $83€Benchmark

H{thE1RIEIRE R EN
— Abductive Natural Language Inference (aNLI), 2020: &£ (EAE) IR, RIEWNGERIERIYRE /R

— ARC-Easy. ARC: Al2 Reasoning Challenge, 2020: 7787:&/NE/KFERRIZEIRE (N K +HLEFES,
ERAIANE) [, SERRIEE+0E,

— Quoref, 2020: 5ERE, RZEES1EAYEIRA, 470005 WikipediafIERE 5 240001 E)&R

— Social IQa: Commonsense Reasoning about Social Interactions, EMNLP 2019: #1350 EIREIESR,
370001 QAR RIGUFREINT H B/ 2RI A HETERE

— Cosmos QA: Machine Reading Comprehension with Contextual Commonsense Reasoning, EMNLP
2019: 35.6 FIEFE R IR RRYIERER
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Qutput

T

Inference Engine

Input Representation

Four Core Questions

Knowledge Representation o How to represent input?

I

Input-related Knowledge

Input

Knowledge Memory

IR (ERES

9 What is knowledge?

How to retrieve and represent
input-related knowledge?

How to infer output based on
input and its related knowledge?

Ming Zhou, Nan Duan, Shujie Liu, Heung-Yeung Shum. Progress in Neural NLP: Modeling, Learning and Reasoning. Engineering, 2019.
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TR - MSRARASS

reasoning = a mechanism that can generate answers to unseen questions by manipulating existing
knowledge with inference techniques. EFXNMEX, —MEBRREIER/ NS MR +IEES |2

— AR
° aIRE MANR?
—KG, EiR. N, XATENNHEE,;
— ¥l SRR ES B R — AR (FU)I S ARERE T RIAEEEN AT L N EEEH)
* UMARENFRTENIA?
— SCREERE + AliRembedding; Fl)lIZMEEIXIEIARISRIS 2 RIREZEE
— IEIES|EE:
° WMETERIEAN, IRIEANIRE TR, FAEmEE?
— IRIEMA, BEHEXAIKIR/AERE
— XA, FHRAHE. (REERSTIREEE (WF)|I44EE. GNN)



=I0MEIE - MSRAGHSE

LAAAAIL 20201832901, 1RHERIGraph-based Reasoningfsik, 4bEECommonsenseQAESE (154379.3, Top1 79.5)

Question: What do people typically do while playing guitar ?
A. cry B. hear sounds C.singing (V) D. anthritis E. making music

output

T

Graph-based Reasoning

* FHRIEEURER:
— RiERE&EMERPAS, NZIEFIR (ConceptNet+Wikipedia) FHEEEXEIIR
— NHEMIEERVERIZERARFZR.. 40 “plavina auitar & crv” . M\ConceptNetZRENATUEIEINT

I —_——

g e

Knowledge Extraction

Evidence from ConceptNet o)
cry 1"%,@@0 Wisrepia
IsA O f
Fyg conceptet

RelatedTo
playing guitar
(osorie)

Requires

singing

* Graph-based Reasoning over Heterogeneous External Knowledge for Commonsense Question
Answering, AAAl 2020

T

guestion + choice
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* Graph-basediIEt&ER
— Graph-based ContextualZ&zR=%> Graph-Based Inference Module
* EEMANIHEE S I EFSEIFRS

* <ZRIEERS, RIRR, 1IN > BT
ZlContextual®Em=

* HZRERIRMS

— GCN + Graph AttentionZE&iEE I Contextualiii N 5328

Output

|

Node Representation ———>| Graph Attention

T Y

Graph Convolutional Network

HAERIX | Neti8

 EEMRHESEREMEES, GONSIES . | - e mae :
\t:..-." ____.f.\‘.-" /f
© ERER=XINetTHER + GONT AR ‘ I I
® Graph AttentionAinputRz R~ RERDEEES], Graph-Based Contextual Representation Learning Module
=LA T

o concat%ﬁ%ﬂinput§ﬁ+MLPﬁ%q—a’%§3\ Evidence <sep> Question + Choice




BAIE=IEIE - Natural Language Inference(NLI)

* EX: BEMNIT (premisefllhypothesis) , FIBFENINIXER (RS FE/FH) .

— WS8R premise -> hypothesis, MFR “premisez@Zhypothesis” (FR—MMBIAZIENES)

ID sentence label
Premise A dog jumping for a Frisbee in the snow.

Example |  An animal is outside in the cold weather, playing with a plastic toy.  entailment
Hypothesis Example 2 A cat washed his face and whiskers with his front paw. contradiction

Example 3 A petis enjoying a game of fetch with his owner. neutral

° EERE: EFELE (RiR+7K88) . T)IEGMEE + 53K
* ENFHEE/FNBenchmark
— SNLI (2015): ErtBfENLEFNESE, 600kE)Fpair
— MultiNLI (2017): SIAATERIFRIEEE, WHBIENES, ERHEESEGLUE (2018)iFN
— Hfth: RTE-1~7 (2005~2011). SICK (2014, 10kf)Fpair). SciTail (2018, 27ka)Fpair).
SherLlic (2019)



NI - f8>xBenchmark

* ZR(CV+NLP)+HEIR(ESS
— ETEEEGR, EEERESITR

What color is the food on the red object left of the small girl that

is holding a hamburger, yellow or brown?

Select: hamburger — Relate: girl,holding — Filter size: small — Relate: object,
left — Filter color: red — Relate: food,on — Choose color: yellow | brown

®* GQA (2019):

— HHBEManning @RFHMGHER ¢
RBEUESE, 200055 R,

k -
Participant team =

Binary Open Consistency Plausibility Validity Distribution Accur

1 Human Performance (human) 9120 8740 9840 97.20 08.90 0.00 89.30
— RS R STHEERRIS. multi-
2 DREAM+Unicoder-VL (MSRA)  84.46  68.60 9147 83.75 96.42 3.68 76.04
hop#EH[a)dll, #=AIEEEHEIRRE
3 TRRNet (Ensemble) 8212 66.89 89.00 83.58 96.76 1.29 74.03
4 MIL-nbgao 80.80 67.64 91.76 83.90 96.73 1.70 73.81

§ Kakao Brain 79.68 6773 77.02 83.70 96.36 2.46 73.33
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® VCR (2019): Visual Commonsense Reasoning, AllenAl{gH o &

- i Why is [person4u] pointing at [person1 ]?

; a) He is telling [pemenﬂ] that [ person1 ] ordered the pancakes.
b) He just told a joke. =
c) Heis feeling accusatory towards [personi ].

d) Heis giving [person1 ] directions.

a) [person1 @] has the pancakes in front of him.

"C‘b b) [_pe rson4 M ] is taking everyone's order and asked for clarification.
66063‘99 a) c) [persond ] is looking at the pancakes and both she and
Se.. [person2 Il are smiling slightly.

d) [person3 %] is delivering food to the table, and she might not
know whose order is whose.

)

How did [person2gil] get the money that’s in front of her?

a) [person2 !l is selling things on the street.

b) [person2 g | earned this money playing music.
c) She may work jobs for the mafia.

d) She won money playing poker.

|personi]

b) [person2 ] is a professional musician in an orchestra.

c) [person2 &l ] and [personi - | are both holding instruments,
and were probably busking for that money.

d) [personi .] is putting money in [person2 ﬂ]’s tip jar, while
she plays music.

a) Sheis playiﬁguitar for money.

Figure 1: WCR: Given an image, a list of regions, and a question, a model must answer the question and provide a ratio-
nale explaining why its answer is right. Our questions challenge computer vision systems to go beyond recognition-level
understanding, towards a higher-order cognitive and commonsense understanding of the world depicted by the image.

IRIEIR(ES
— B3L298MNER. EENEREpair, MEEI AT FAEENBERIZSR.

Rank

=
November 19, 2020
2

June 24, 2020

3

October 28, 2020
4

September 30, 2019

5

June 24, 2020

Model

Human Performance
University of Washington

(Zellers et al. "18)

BLENDER (single model)
WeSee Al team, Tencent

ERNIE-ViL-large(ensemble of 15
models)
ERNIE-team - Baidu

https://arxiv.org/abs/2006.16934

MMCNet (ensemble of 4 models)
UC Berkeley

UNITER-large (ensemble of 10
models)
MS D365 Al

https://arxiv.org/abs/1909.11740

ERNIE-ViL-large(single model)
ERNIE-team - Baidu

https://arxiv.org/abs/2006.16934
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Q->AR

85.0
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66.9

66.8
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* BHFAEECoQA, #HXFERAESociallQA, [FiEIE#ESQUADFHERERANITFINESS
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