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推理 & 知识推理

• 什么是推理？

– 古希腊，亚里士多德提出“三段论”，作为现代演绎推理基础

– Reasoning is “the process of drawing conclusions from the principles and evidence”. (Wason & 
Johnson-Laird, 1972)

– Reasoning: a mechanism that can generate answers to unseen questions by manipulating existing 
knowledge with inference techniques. (Zhou et al., 2020)

– 推理 = 事实证据（knowledge/evidence） + 做出结论

• 什么是知识推理？

– 狭义上指知识图谱中的推理：基于已知事实推出未知事实的计算过程



推理 & 知识推理

Inference vs Reasoning 

• inference：推断，得出结论的过程

– 统计学statistical inference，如贝叶斯推断、近似推断（变分推断）、因果推断

– ML模型的计算范式，train & inference

• reasoning：推理，根据reason（理由）得出结论

– 如逻辑推理：

• 演绎deductive reasoning：逻辑学中的苏格拉底三段论（大前提、小前提->结论）

• 归纳inductive reasoning：休谟case，“我记得的每一天中太阳会升起”->“太阳明天升起”

• 溯因abductive reasoning：反绎/溯因，和演绎相反，根据结论找原因/解释

• inference是更高层面概念，某种reasoning就是一个inference的过程？



推理 & 知识推理

类型 说明

归纳&演绎 归纳推理 自底向上，从特殊到一般

演绎推理 自顶向下，从一般到特殊

是否确定 确定性推理 按照专家规则有完备的推理过程

不确定推理 概率推理，构建概率模型利用MAP等手段，建模真实世界的不确定性

符号&数值 符号推理 规则（谓词）、知识库（三元组）在关系符号上推理

数值推理 神经网络、隐含维度空间的向量计算

• 推理的类型



推理相关的领域

• KG知识推理-知识补全（knowledge reasoning）

• 常识推理（commonsense reasoning）

• 自然语言推理（natural language inference）

• 视觉推理（visual reasoning）



• 知识推理：

– 定义：基于知识图谱已有事实<e1, rel, e2>，推理出新的事实

• 知识图谱：知识库（二元谓词构成SPO三元组）

• 如推理出<Melinda, LivesIn, Seatle>

– 任务：实体/属性/关系预测

• 应用：

– 知识补全：完善知识库

– 问答系统（KBQA；检索问答）

– 对话系统

KG知识推理

关系补全示例



 知识补全常见方法

 基于路径查找的方法

 基于强化学习的方法

 基于知识表示的方法

 基于图神经网络的方法

 基于推理规则的方法

 基于元学习的方法



 知识补全常见方法——基于路径查找的方法

 传统的路径查找方法主要是PRA方法（Path Ranking Algorithm）

• 随机游走获取连接两个实体的所有路径，对路径进行特征构建，训练分类器，预测两个实体之间的关系

• 优点：直观、解释性好

• 缺点：很难处理关系稀疏的数据，很难处理低连通度的图，路径特征提取的效率低且耗时

论文地址：https://link.springer.com/content/pdf/10.1007/s10994-010-5205-8.pdf



 知识补全常见方法——基于路径查找的方法

 RNN+PRA

 给定实体对集合，利用PRA查找一定数量的路径

 使用RNN沿着路径进行向量化建模；

 通过比较路径向量与待预测关系向量间的关联度来进行

关系补全。

论文地址：https://www.aclweb.org/anthology/P15-1016.pdf



 知识补全常见方法——基于强化学习的方法

 DeepPath：将KG推理转化为判断能否找到从h实体到t实体的路径，建模为序列决策问题



 知识补全常见方法——基于知识表示的方法

 知识表示学习：对知识图谱中的实体和关系学习其低维度的嵌入式表示。

 常见的知识表示学习方法



 知识补全常见方法——基于知识表示的方法

 RESCAL（2011）：矩阵分解，将所有三元组构成的大张量分解成实
体 & 关系向量

• ���ℎ, �� = ℎ����
 DistMult（2014）：简化RESCAL，但只能处理对称关系

• ���ℎ, �� = ℎ����������
 ComplEx（2016）：拓展到复数域，解决复杂对称关系

• ���ℎ, �� = ���ℎ����������)
 NTN（2013）：张量神经网络

• 用bilinear tensor layer代替传统fc，刻画两个实体之间的交互，
对三元组的打分函数：



 知识补全常见方法——基于知识表示的方法

 常见KGE在关系预测的结果对比



 知识补全常见方法——基于知识表示的方法

 CoKE：Contextualized Knowledge Graph Embedding
 改进点：

1. 本方法采用edges和paths作为input编码实体、关系的embedding
2. 采用transformer编码信息得到embedding

论文地址：https://arxiv.org/abs/1911.02168



 知识补全常见方法——基于图神经网络的方法

 GNN用于处理图结构的数据，随着信息在节点之间的传播聚合，编码图中节点间的依赖关系。

 KG图结构 + GNN = 学习图结构的实体&关系表示

• 图神经网络作为encoder学习知识表示，KGE打分函数作为decoder进行关系预测

• 相关工作：
 R-GCN + DistMult, ESWC18
 W-GCN + Conv-TransE, AAAI19
 GAT + TransE, AAAI19
 GAT + ConvKB, ACL19

论文地址：https://arxiv.org/pdf/1811.04441.pdf

Encoder Decoder



 知识补全常见方法——基于推理规则的方法

 基于规则的推理，如传统的AMIE、FOIL存在搜索空间大，导致推理效率低的问题，针对此问题，提出两类

优化方案：

• 推理规则与embedding结合

• 神经网络模型与传统的推理模型结合



 知识补全常见方法——基于推理规则的方法

 神经网络模型与传统的推理模型结合（pLogicNet）

 使用马尔科夫逻辑网定义三元组的联合分布

 假设：逻辑规则推理得到的三元组，与基于KG embedding获得的三元组，分布一致。

 基于以上假设，使用EM算法进行训练：

• E-step: 限定逻辑规则的权重，基于逻辑规则生成三元组，学习KGE模型权重。

• M-step: 限定KGE模型，更新逻辑规则的权重

论文地址：https://papers.nips.cc/paper/2019/file/13e5ebb0fa112fe1b31a1067962d74a7-Paper.pdf



 知识补全常见方法——基于元学习的方法



 知识补全常见方法——基于元学习的方法

 基于优化的方法：（ MetaR）该方法用来训练一个模型，该模型在很小的数据上
可以快速收敛优化达到较好的效果。
 模型训练的关键点：

• 使用support set生成gradient meta协助快速学习relation meta
• 使用query set结果的Loss更新模型参数

论文地址：https://arxiv.org/pdf/1909.01515.pdf



知识补全总结

 小结

• 基于知识表示的方法模型简单清晰，效果最好，但是可解释性较差

• 在知识图谱中进行路径查找可以进行更加复杂的知识推理，重点在于如何缓解大规模的图谱中的路径数量

爆炸以及无用信息过多的问题

• 基于推理的方法将逻辑规则与图谱表示相结合，缓解了稀疏数据的表示学习问题，并且增强了逻辑规则的

泛化能力，但当前阶段效果不理想

• 元学习算法致力于解决知识图谱补全中长尾关系的问题，让模型在极少量训练数据的情况下有快速适配的

能力

 未来方向

• 概率化逻辑推理与知识表示结合，解决推理过程中的不确定性问题（规则+知识表示方法）

• 持续强化知识推理的可解释性（规则+知识表示方法）

• 知识推理的小样本学习（基于元学习的方法）

参考文献：A Survey on Knowledge Graphs- Representation, Acquisition and Applications, 2020



常识推理

• 常识库：

– CYC（1995）：人工构建的本体规则，最新的ResearchCyc版包含超过700万的常识断言。

– ConceptNet（2004）：MIT主导众包构建的常识知识库， 主要是人们日常使用词语/短语/概念及其关系组成的
语义网。目前版本(ConceptNet5)已经包含有800万节点以及2800万关系描述。

– WebChild 2.0（2017）：从Web内容中抽取名词-形容词关系构建的常识库，包含超过200万concept和activity，
以及超过1800万断言。

– ATOMIC（2019）：关注if-then形式常识，构建了87万条<事件,关系,事件>的常识图谱，定义了3大类共9种类
型的因果关系。

• 常识推理：

– KG知识推理的子集（MSRA直接把KG推理、常识推理等推理任务直接建模为机器推理问题）

– 主流方法：基于常识库/知识库，常见的任务形式是QA问答（如问答题、选择题）



常识推理 - 相关Benchmark

• COPA（2011）：

– Choice of Plausible Alternatives，1000道常识因果推理的选择题（2选项）

COPA数据示例
leaderboard



常识推理 - 相关Benchmark

• CommonsenseQA

– 以色列特拉维夫大学 & AllenAI 常识问答任务，12000道选择题（5个候选答案）

– 数据集构建时已经保证每个候选答案都和问题中的词汇具有语义关联，因此正确回答该数据集中的问题需要有效
利用问题和候选答案的相关背景知识。



常识推理 - 相关Benchmark

• 其他常识推理相关评测

– Abductive Natural Language Inference (aNLI)，2020：反绎（溯因）推理，根据观测句选择正确的原因/解释

– ARC-Easy、ARC: AI2 Reasoning Challenge，2020：7787道小学水平的科学选择题（如问人体什么携带氧气，
选择红细胞），需要常识推理+问答，

– Quoref，2020：给定篇章，回答包含指代的问题，47000篇Wikipedia的段落及24000个问题

– Social IQa: Commonsense Reasoning about Social Interactions, EMNLP 2019：社交场景的常识推理题，
37000个QA对来验证模型对日常事件/场景的社交推理能力

– Cosmos QA: Machine Reading Comprehension with Contextual Commonsense Reasoning，EMNLP 
2019：35.6万道需要常识阅读理解的选择题



常识推理 - MSRA研究

Ming Zhou, Nan Duan, Shujie Liu, Heung-Yeung Shum. Progress in Neural NLP: Modeling, Learning and Reasoning. Engineering, 2019.

机器推理整体框架



常识推理 - MSRA研究

• reasoning = a mechanism that can generate answers to unseen questions by manipulating existing 
knowledge with inference techniques.  基于这个定义，一个推理系统包括两个部分：知识+推理引擎

– 知识：

• 如何定义知识？

– KG、常识、规则、文本中提取的断言等；

– 预训练好的模型也是一种知识（预训练本质是将每个单词在海量文本中的上下文存在模型中）

• 如何提取&表示知识？

– 实体链接 + 知识embedding；预训练模型对输入的编码也是知识提取

– 推理引擎：

• 如何针对输入，根据知识进行推理、产生回答？

– 根据输入，召回相关的知识/证据

– 对输入、知识/证据、候选结果进行联合建模（如预训练模型、GNN）



常识推理 - MSRA研究

以AAAI 2020论文为例，提出的Graph-based Reasoning方法，处理CommonsenseQA任务（得分79.3，Top1 79.5）

• 知识提取模块：

– 根据问题&每个选项的组合，从多源知识（ConceptNet+Wikipedia）中提取相关知识

– 证据构建成图结构的形式，如“playing guitar & cry”，从ConceptNet获取的证据如下

* Graph-based Reasoning over Heterogeneous External Knowledge for Commonsense Question 
Answering, AAAI 2020



常识推理 - MSRA研究

• Graph-based推理模块

– Graph-based Contextual表示学习

• 图结构的证据经过拓扑排序得到序列

• <多源证据序列, 问题, 选项>输入预训练模型XLNet得
到Contextual表示

• 实现多源常识的融合

– GCN + Graph Attention结合证据对Contextual输入分类

• 图结构提供更多证据的语义信息，GCN实现图结构的
证据聚合，得到图节点表示

• 图节点表示=XLNet词表示+GCN节点表示

• Graph Attention用input表示对节点表示分配注意力，
得到图表示

• concat图表示和input表示+MLP计算q-a得分



自然语言推理 – Natural Language Inference(NLI)

• 定义：给定两个句子（premise和hypothesis） ，判断它们的关系（蕴含/矛盾/中性）。

– 如果premise -> hypothesis，则称“premise蕴含hypothesis”（等同一阶谓词逻辑的蕴含）

• 常用方法：传统方法（模板+分类器）、预训练模型+分类

• 常见数据集/评测Benchmark

– SNLI (2015)：斯坦福NLI评测数据，600k句子pair

– MultiNLI (2017)：引入不同来源的数据，如电话对话等，后来被包含在GLUE (2018)评测

– 其他：RTE-1~7 (2005~2011)、SICK (2014, 10k句子pair)、SciTail (2018, 27k句子pair)、

               SherLIic (2019)



视觉推理 - 相关Benchmark

• 多模(CV+NLP)+推理任务

– 基于给定图像，回答自然语言问题

• GQA (2019)：

– 斯坦福Manning组发布的视觉推理
问答数据集，2000万条问题。

– 数据涉及多种推理技巧、 multi-
hop推理问题，模型需要推理能力



视觉推理 - 相关Benchmark

• VCR (2019)：Visual Commonsense Reasoning，AllenAI提出的视觉常识推理任务

– 包含约29万个问题、答案和解释pair，涵盖超过11万个不重复的电影场景。



更多其他推理相关的benchmark

• 涵盖问答CoQA、社区常识问答SocialIQA、阅读理解SQuAD等推理相关的评测任务



Q&A

Thank you！


