Abstract

Poetry is a treasure in human culture for its beauty and creativity. Automatic Chinese poetry is a challenging task in natural language processing which represents computer intelligence and has attracted researchers’ attention for many years. Attributed to the development in neural network, great improvements have been made in recent years. However, the previous methods are mainly based on RNN, which suffer from being unable to capture long term dependency. In this paper, we proposed a new model based on Transformer. Benefit from the self-attention structure and position encoding, the new model is good at feature extraction crossing long distances, enabling the model to learn the special patterns at the same position in different sentences. We also added rythm information as input, so the model can learn the rythm crossing long distance, which is better than regularization used in previous models. Experiment results shows that our model outperforms than the state-of-the-art models, especially on solving the problem of long term dependencies.  
