
Automatic Data Augmentation Selection and Parametrization in Contrastive

Self-Supervised Speech Representation Learning

• Select a distribution on the choice of augmentations and their parametrization according to the 

downstream task of interest
the probability of applying an augmentation or a boundary for a 

uniform law from which a augmentation‘s internal parameter

generate N augmented segments per speech sample





RCT: RANDOM CONSISTENCY TRAINING FOR SEMI-SUPERVISED SOUND EVENT DETECTION

• a novel semi-supervised learning (SSL) strategy, for sound event detection (SED) task

l ∈ {w,s,u} weakly labelled, strongly labelled and unlabelled

C and Yi(l)     the number of sound event classes and data labels

^: original ~: augmented

• Hard mixup

add multiple samples together, and the mixture is labelled with all the 

classes in all original samples

• RandomWarping

Time shift, Time mask, Pitch shift

• Self-consistency training

unlabelled





Deep versus Wide: An Analysis of Student Architectures for Task-Agnostic Knowledge 

Distillation of Self-Supervised Speech Models

• how varying the depth and width impacts the internal representation of the small-footprint model.

• task-agnostic distillation

• apply two simple KD approaches: prediction layer distillation and layer-to-layer (L2L) distillation methods.

• For student models, alter the depth and width of self-attention layers only while fixing the size of the CNNs.



prediction-layer loss is suitable for wider architectures such as (e) ,

whereas L2L loss is effective for deeper architectures such as (b) and (d).

deeper networks have higher performance in content-oriented tasks such as PR, ASR and QbE, 

wider networks have higher performance in speaker-oriented tasks such as SID and SD.



students distilled from HuBERT LARGE show better performance on PR, ASR and SF tasks in particular.



Pushing the limits of raw waveform speaker recognition

• propose a new raw waveform speaker recognition architecture, namely RawNet3



Pushing the limits of raw waveform speaker recognition



Speech Sequence Embeddings using Nearest Neighbors Contrastive Learning

Voice Activity Detection

Time stretch

• all neighbors that are temporally overlapping 

with s are removed. 

• when two neighbors are temporally 

overlapping with each other, keep only the 

one that has the smallest cosine distance

with s

• apply a distance threshold above which all 

pairs are discarded.

retraining another SSE model

query-by-example spoken term discovery



Speech Sequence Embeddings using Nearest Neighbors Contrastive Learning



Exploring Semi-supervised Learning for Audio-based COVID-19 Detectionusing FixMatch

• A semi-supervised learning framework (SSL) for audio-based COVID-19 detection.

• Labelled samples are first used to develop the supervised model, which is then adopted to gather the predictions for the weakly 

augmented unlabelled samples. Those with the predicted probability above a threshold for each class are selected as the 

confident samples. Their predictions are served as the artificial labels for the corresponding strongly augmented samples, which 

are combined with the labelled dataset to further optimise the model.



Exploring Semi-supervised Learning for Audio-based COVID-19 Detectionusing FixMatch

• Comparison with supervised model • Evaluation for different subtasks

• Size of labelled training data（Task1）



Speech Pre-training with Acoustic Piece

• Extract the patterns in HuBERT codes, named “acoustic piece”, and take it as the target label for 

speech pretraining.

• In the first iteration, the assigned labels are generated with k-means

clustering (k=100) on the MFCC features extracted from the raw audio 

data. In the second iteration, the labels are generated with k-means 

clustering (k=500) based on the 6th layer hidden representations of the 

HuBERT model after the first iteration.

• Analysis on HuBERT Codes



Speech Pre-training with Acoustic Piece

• Merge the highly frequent code patterns into one piece
• first use the 6th layer of the released HuBERT model to generate original labels with the offline clustering, then do 

sentence piece on it with different vocabulary to generate acoustic piece labels

• predefined vocabulary sizes of 1k, 2k and 3k.

• Dataset

• pre-training:  Libri-Light , VoxPopuli , GigaSpeech

• fine-tuning: train clean-100 subset (100 hours labeled data) of LibriSpeech





Acoustic Feature Shuffling Network for Text-Independent Speaker Verification

• Propose an acoustic feature shuffling network to learn the order-insensitive speaker embeddings via a 

joint learning method..

• Multi-scale segments shuffling

• the local sequential dependency is important for speech perception, 

and the frame-level shuffling would completely convert the feature 

sequence to noise sequence

• different lengths of text contents needs different scales to shuffle 

segments

• Joint learning approach

• the parameters are updated independently

• Backbone：SE-ResNet

• Dataset：Voxceleb2



Acoustic Feature Shuffling Network for Text-Independent Speaker Verification

Randomly select 5 speakers from cleaned 

VoxCeleb1, every speaker only provides an 

utterance. Acoustic feature shuffling is carried on 

all utterances at many segment scales, so lots of 

features are generated from every utterance.



Self-Supervised Speaker Verification Using Dynamic Loss-Gate and Label Correction

• Propose dynamic loss-gate and label correction (DLG-LC) to alleviate the performance degradation 

caused by unreliable estimated labels.

• Dynamic Loss-Gate



Self-Supervised Speaker Verification Using Dynamic Loss-Gate and Label Correction

• Label Correction

• the model’s output prediction is more reliable than pseudo 

labels which are generated by clustering

H(·) denotes the cross-entropy between two probability distributions.



Non-Contrastive Self-Supervised Learning of Utterance-Level Speech Representations

• the DINO embedding may include attributes that are consistent within the utterance, such as speaker 

information, accent/language, emotion, and age.

• iterative clustering stage
• trained a new larger model, ResNet34 x-vector model, in 

a supervised way with the AAM loss based on pseudo

speaker labels generated using the initial DINO model.

• robust training stage
• used a new larger model, Res2Net50 with pseudo labels 

generated from the ResNet34.  After the first 30 epochs of 

training, the post pooling layers of the model were fine-

tuned with a larger margin, 0.5, in the AAM loss.



Non-Contrastive Self-Supervised Learning of Utterance-Level Speech Representations

• Emotion recognition



Reducing Domain mismatch in Self-supervised speech pre-training

• Propose ask2mask (ATM), a novel approach to focus on specific samples during MSM pre-training.

• let the input speech sequence X = [x1, x2, ..., xT0], where xt is the log Mel-filterbank feature vector at time t.

• X is sent to the feature encoder Φ to obtain the encoded representations E = Φ(X). Get E = [e1, e2, ..., eT ].

• The masking is done over sets of frames or blocks b1, b2, ..., bK and accommodates overlap between blocks. Here K 

is the number of masked blocks in a randomly masked encoded sequence ˜E.

• The block bk = [ik, c], where ik is the starting index of the masked block and c is the corresponding right context size.

• For each encoded feature frame et ∈ E, the scorer emits probabilities p(vt = l | E); l ∈ L of the frame belonging to 

a particular label.

sample beginning frames with probability proportional to the scores of each frame.



Reducing Domain mismatch in Self-supervised speech pre-training

Pretraining (PT): Libri-light (LL-60k) dataset

Finetuning (FT): 1) 100hrs of Librispeech (LS-100). 2) 100 hours of AMI and 3) speechstew (5k hours)

Evaluation: ATM performance on AMI using IHM-eval and SDM-eval.

• Masking percentages



Using Data Augmentation and Consistency Regularization to Improve Semi-supervised Speech 
Recognition

• Consistency Regularization (CR)
• the decision boundary between classes lies in low density regions

• when a realistic perturbation is applied to a model’s input then its prediction should not diverge.

• The success of CR is therefore related to the quality and diversity of input perturbations.

• E2E ASR model
• Conformer encoder Fe encodes at time t, each acoustic feature xt into a hidden representation ht.

• The prediction network Fp maps a output token into another hidden representation gi.

• The joint network Fj fuses information from both Fe and Fp to compute the posterior probability of next token or blank.

• prediction network tends to produce spiky posteriors and augmentation of input features, such as time warping, can cause these 

posteriors to spike at different positions in the posterior lattice.

• Proposed Approach

weakly augmented version

strongly augmented version

• errors in predictions can get reinforced due to enforced consistency



Using Data Augmentation and Consistency Regularization to Improve Semi-supervised Speech 
Recognition

• Data Augmentation

Pitch shift, Background Noise, Reverberations, Time frequency masking,  Input Mixup

self-labeling: first pretrained using cross-entropy training 

followed by end-to-end training using transducer loss on 

labeled data.



SPLICEOUT: A Simple and Efficient Audio Augmentation Method

• Audio Augmentations

• Warping-based Mixing-based  Masking-based  Noise-based



SPLICEOUT: A Simple and Efficient Audio Augmentation Method

• ASR: LibriSpeech • ASR for Multiple Languages

• Speech Translation: Libri-Trans

• Sound Classification: ESC-50 and UrbanSound8K



SPLICEOUT: A Simple and Efficient Audio Augmentation Method

• Music Classification: GTZAN

• Representation Learning



Supervision-Guided Codebooks for Masked Prediction in Speech Pre-training

• SSL: HuBert

• Self-Training: a teacher model is trained on the labeled data and then the unlabeled set is labeled with this 

initial model (a.k.a. pseudo-labeling). Finally, a new student model is trained on the combined labeled and 

pseudo-labeled data.

• Combination of SSL and Self-Training:  first pre-trains a model on dataset unlabeled data, fine-tunes it on 

dataset labeled data. Then this fine-tuned model is used as the initial teacher model for pseudo-labeling.

a hybrid(PBERT) or an end-to-end one (CTC clustering)



Supervision-Guided Codebooks for Masked Prediction in Speech Pre-training

• Non-ASR Task Transfer

“ASR encoder” means we pre-train a CTC model with labeled train-960, and feed the ASR encoder outputs to the downstream model to 

obtain speaker embeddings.



• proposed an impairment representation learning approach to pre-train the network on a large amount of 

simulated data without MOS annotation. Then further fine-tune the pre-trained model for the MOS prediction 

task on annotated data.

Impairment Representation Learning for Speech Quality Assessment

• Pre-training

• Fine-tuning

r1 is the predicted MOS by the first trained model



Impairment Representation Learning for Speech Quality Assessment

• Pre-training dataset: LibriSpeech and ST Mandarin

• Fine-tuning dataset:  Tencent Corpus, PSTN Corpus and NISQA Corpus.

• ‘None’ is the baseline system without pre-training. 

• ‘ICC’ is the baseline pre-training method, a dense layer is added on the top of embedding layer to classify 4 impairment categories 

(noise, reverberation, device coloration and audio compression). 

• ‘CL’ is the proposed pre-training method of Contrastive Learning (CL).

• ‘CL+OSQP’ is the proposed pre-training method with contrastive learning and Objective Speech Quality Prediction (OSQP)



Label-Efficient Self-Supervised Speaker Verification With Information Maximization and 
Contrastive Learning

• Barlow Twins
• The redundancy reduction term, by pushing all coefficients off-

diagonal to be 0, decorrelates the different vector components 

and thus reduces the redundancy between them.

• Variance-Invariance-Covariance Regularization



Label-Efficient Self-Supervised Speaker Verification With Information Maximization and 
Contrastive Learning

• Exploring the complementarity of these methods

hypothesize that the covariance mechanism benefits from 

a larger dimensionality to spread the information more 

efficiently.

• Datasets: Voxceleb1     Encoder: Thin-ResNet34


