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Deep Q-Learning for Stock Trading



RL is a general-purpose framework for decision-making
• RL is for an agent with the capacity to act
• Each action influences the agent's future state
• Success is measured by a scalar reward signal
• Goal: select actions to maximise future reward
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What is reinforcement learning?
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Agent's learning task



• Play many Atari games better than humans.
• Defeat human experts at Go game.
• Solve some simulated physics tasks.
• Finance: Investment decision, portfolio design.
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Some applications
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MDP (Markov Decision Process)
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Value function

To begin with, consider deterministic worlds...
A value function is a prediction of future reward

Restarted, the task is to learn 
the optimal policy
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One example
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What to learn

Learn the evaluation function         (which we write as       ) 
Do a lookahead search to choose best action from any state s 
beacause

So easy !!! ???
• This works well if agent knows                           
     and
• But when it doesn't, it can't choose actions this way   

*V *V
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Q function

Define new function very similar to V*

If agent learns Q, it can choose optimal action 
even without knowing 

Q is the evaluation function the agent will learn
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Training rule to learn Q

Note Q and V* closely related:

Which allows us to write Q recursively as

Nice! Let     denote learner's current approximation to Q.
Consider training rule 

Where s' is the state resulting from applying action a in state s 



2016-8-27 14

Q-networks
Represent value function by Q-networks with weight w
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Q-learning
 Optimal Q-values should obey Bellman equation

 Treat right-hand side                                    as a target

 Minimise mean square erroe (MSE) loss by stochastic gradient 
descent
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Experiments

Performance on training dataset
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Experiments

Performance with pretrained model on test dataset
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Experiments

Performance with on-line 
learning on test dataset
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Stay Hungry, Stay Foolish.


