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Plan last two weeks

* Write a crawler based on keywords

« Utilize learning to rank technology to get best
QA re-ranking results




Write a crawler based on keywords

What problem we need to solve?
— Given a list of key words which contains Chinese or English

e.g. Frik il 2 EE Tencent.

— We want to crawl the webpages returned by search engine e.g.
Baidu and Bing using these keywords as query.
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Write a crawler based on keywords

 How we solve the link extraction problem?
— Regular Expression
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Write a crawler based on keywords

 How we solve the listing results by page
number problem?
— Regular Expression
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Write a crawler based on keywords

« The URL of this crawler based on keywords

— http://192.168.0.51:8000/speech/nlp_tools/tree/master/getCorp
usBaseonKeyword

— Welcome to use and give me some advice. Thx~

master +| nlp_tools / getCorpusBaseonKeyword / +
Name Last Update Last Commit > b0c512835ca — Update the help me document.
[ Makefile 6 days ago Dong Wang code clean
[ README about 17 hours ago Lug Tianyi Update the help me document.
[0 getCorpusBasedonKeyword. java about 17 hours ago Luo Tianyi Fixed following bugs:

[ keywords . txt about 17 hours ago Luo Tianyi Add some Chinese keywords.



http://192.168.0.51:8000/speech/nlp_tools/tree/master/getCorpusBaseonKeyword

Utilize learning to rank technology to
get best QA re—ranking results

« What problem we need to solve?

Given candidate sets(50/query) of 1596 queries and their tf *
Idf score and another score.

Utilize learning to rank technology to learn the optimization
combination ways of these two scores and conduct re-ranking

Data format:;

1 ||| FRIE 7p B e 2 NG AR B AN 2 1 FR ||| 86 ||| [{75, 73
H oY Eed N EFENY NG (AR, 2 k) [] {RTRR, B A FR
Hl} 1 Z2A 2K, ZREEY ||| 7rBE E e 2 & N2 5 Al
ZAERIRTRR? ||| PRI M AE TSR A ||| 3.6066787
2.4930215 ||| 86

So this problem is an Information Retrieval problem



Utilize learning to rank technology to

get best QA re—ranking results

Mean Average Precision (MAP) To define MAP [2], one needs to define Preci-
sion at position k (P @k) first. Suppose we have binary judgment for the documents,
i.e., the label is one for relevant documents and zero for irrelevant documents. Then
P @k is defined as

2 <kl =0

P@k(m.1)= T

(1.6)
where [;.y is the indicator function, and .?r_l(j) denotes the document ranked at
position j of the list 7.

Then the Average Precision (AP) is defined by

e P@k- Iy

|

AP(m, 1) = (1.7)

where m is the total number of documents associated with query g, and mt; is the
number of documents with label one.

The mean value of AP over all the test queries is called mean average precision
(MAP).

Most commonly used evaluation measures of
Information Retrieval:
— Mean Average Precision(MAP) & Precision at position k(P@Kk)

As for our
problem,
the
evaluation
measures
should be

P@1.




Utilize learning to rank technology to
get best QA re—ranking results

 Briefly introduction about learning to rank:

— Two kinds of traditional ranking methods about information
retrieval: Relevance Ranking(VSM, TF*IDF and BM25) and
Importance Ranking(Pagerank)

— Disadvantage:
« Every model only utilize some aspect information about document.
 If you have many parameters to tune, it is a difficult problem.

— SO0 we use learning to rank technology to solve ranking
problem.




Utilize learning to rank technology to
get best QA re—ranking results

* We group I2r technology into 3 approaches:
— 1. Pointwise approach(McRank)

Pointwise Approach (Classification)
Input feature vector feature vectors
x x = (x5,
Output category ranking list
y = classifier(f(x)  sort((fxY,)
Model classifier( f{x)) ranking model f(x)
Loss classification loss ranking loss

Pointwise Approach (Regression)
Input feature vector feature vectors
x x = (%),
Output real number ranking list
y=rf) sort({f(xi) i)
Model regression model f(x)  ranking model f(x)
Loss regression loss ranking loss




Utilize learning to rank technology to
get best QA re—ranking results

* We group I2r technology into 3 approaches:
— 2. Pairwise approach()

Pairwise Approach (Classification)
Input feature vectors feature vectors
x, x 2 x = {x; }_;
Qutput pairwise classification ranking list
classifier(f(x") — f(x®))  sort({f ¥y
Model classifier( f(x)) ranking model f(x)
Loss pairwise classification loss ranking loss

Input feature vectors feature vectors
I{lil‘IfE) X = {x:']Lj
Output pairwise regression ranking list
FOD) = f(x) sort({f (x)I{_,)

Model regression model f(x) ranking model f(x)
Loss pairwise regression loss ranking loss




Utilize learning to rank technology to
get best QA re—ranking results

* We group I2r technology into 3 approaches:
— 3. Listwise approach

Listwise Approach
Input feature vectors feature vectors
x = {xifi x = {xifi
Output ranking list ranking list

sort({ f(x;)}_,) sort({ f(x;)}7_,)
Model ranking model f{x) ranking model f(x)
Loss listwise loss function ranking loss




Utilize learning to rank technology to

get best QA re—ranking results

* The results we get utilizing RankLib(A open

sourced toolkit ):

MART:
RankNet:
RankBoost:
AdaRank:
LambdaMART:
ListNet:

0.6867167919799498
0.6911027568922306
0.6867167919799498
0.6873433583959899
0.6735588972431078
0.6704260651629073




Want to do next week

 Define more features to add 12r framework to
train a model which could provide higher
accuracy rate about QA system.

« Continuously update the crawler based on
keywords.







