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Abstract

• Background
• Storage

• Computational efficiency 

• Contribution

ordered & binary speaker embedding
• Storage

• data type: float32-->int

• vector length: 256-->m (m∈(0,256) )

• Computational efficiency
• distance: cosine distance-->hamming distance

• use binary tree to store enroll embeddings: O(Nm)-->O(m)  (To be verified)



Related work

LSH

• Core contribution of LSH：map x-vector to 0 or 1 by the product of a hyperplane randomly 
sampled from a zero-mean multivariate Gaussian distribution by b hash functions

• Advantage: simple calculation method brings high computational efficiency

• Disadvantage:  the randomly selected matrix leads to unstable experimental results



a. X: (m,n)-->(n,m)

b. demean X 

c. find the covariance matrix

d. calculate eigen values and corresponding eigen vectors of the covariance matrix

e. the eigen vectors are arranged into a matrix according to the corresponding eigenvalues, and the first 
k rows are taken to form a matrix P, where k is the first k principal components

Related work

PCA

• Advantage
• the embedding is ordered

• Disadvantage
• still dense vectors 
• linear



Related work

PCA-like AE

• Core contribution: train by step
• Advantage

• ordered (the paper claims)
• independent

• Disadvantage
• large time cost to train the model
• the embeddings are not ordered for our data



Masked AutoEncoder (MAE)

MAE and MAE-R/S/RS

• Similar to PCA (differenct: the input X for pca can be reconstructed from embeddings)

• Advantage
• the embedding is ordered

• Disadvantage
• still dense vectors 
• linear (if only 1 layer without activation function)



dense-->binary: How?

MAE and MAE-R/S/RS

• LSH

• Sample

• Regularizer

• Sample+ Regularizer



dense-->binary: How?

MAE and MAE-R/S/RS

LSH

• use LSH on the latent code of MAE 
• repeat the operation for 10 times and take the mean of topk results



dense-->binary: How?

MAE and MAE-R/S/RS

Sample
• The masked part of MAE is converted into binary encoding conforming to 

Bernoulli distribution
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dense-->binary: How?

MAE and MAE-R/S/RS

Regularizer
• add a term to the loss function which calculates the distance to 1 for the 

unmasked part



dense-->binary: How?

MAE and MAE-R/S/RS

Sample + Regularizer
• combine sample and regularizer 

Encoder Decoder

random p
mask[:, p:]

MSE Loss  +  Regularizer loss

x-vector

256

x

256

x
sample[:,p:]



Experiments

I. Prove the order of latent space

II. Prove the improvement compared to baseline
I. dense 

I. MAE

II. binary
I. MAE-R

II. MAE-S

III. MAE-RS



Prove the order of latent space: variance of latent code

Experiments



Prove the improvement compared to baseline---dense

Experiments

conclusion
• the shorter the code length, the better mae is (than pca)



Prove the improvement compared to baseline---binary

Experiments

conclusion
• all of our method(MAE-LSH, MAE-R/S/RS) are better than baseline

• R/S/RS is better than LSH



Work to be done

• full/fix test on MAE-R/S/RS

• speed test


