**基于字的神经网络语言模型训练方法及其系统**

1. **背景**

语言模型描述语言内部的词语搭配关系，被广泛应用在自然语言处理和语音识别等领域。一个高质量的语言模型对连续语音识别和机器翻译等任务都具有重要意义。

1. **统计语言模型**

当前主流的语言模型为基于概率的统计语言模型，即用概率来描述词与词之间的搭配关系和句子产生能力。统计语言模型被广泛应用于各种自然语言处理问题，如中文分词、词性标注、机器翻译、自动摘要等。在语音识别领域，统计语言模型对减小搜索空间，提高识别准确度也具有重要意义[7]。

举例而言，假如输入的拼音串为“nixianzaiganshenme”，对应的汉字输出可以有多种形式，如“你现在在干什么”、“你西安在干什么”，等等，那么到底哪个才是正确的结果呢？利用统计语言模型，我们可以计算出前者的概率大于后者，因此转换成前者在多数情况下更为合理。

具体而言，统计语言模型计算由一串词) 组成句子s的概率：

 (1.1)

由概率的乘法准则可知：

 (1.2)

(1.2)式意味着每一个词的出现概率依赖于之前出现的所有词，即(。这一子串定义为的历史子串，即:

　 　(1.3)

则1.2式写成:

 (1.4)

随着句子长度的增加，将线性增长，导致模型复杂度过高而无法建模。通常的方法是假设只包含前面的(n-1)个词，即:

 (1.5)

当前主流的统计语言模型是n-gram语言模型。这一模型通过统计词与其历史子串的共现概率来计算，即：

 (1.6)

其中为某一子串在训练语料中出现的次数。利用(1.6)式的计算方法和(1.5)式的近似假设，配合一系列平滑化算法[2]，n-gram语言模型可以得到相当好的建模效果。实际应用中，(1.5)式中的n一般取为n=3或n=4，即三元和四元n-gram语言模型。

1. **基于神经网络的语言模型**

N-gram语言模型的一个显著缺陷是：基于(1.6)式，新词和低频词难以得到有效的概率统计。基于此，人们发明了各种平滑算法，如discount, back-off, interpolation等。这些方法在一定程度上改善了n-gram在低频词上的性能，但基于模型本身的缺陷，这一困难始终无法从根本上解决。

随着神经网络的兴起，人们开始尝试利用神经网络构造语言模型。与n-gram不同，神经网络对参数进行高度共享，因此对低频词具有天然的平滑能力。神经网络语言模型(Neural Network Language Model, NNLM) 的最早由Bengio等人在2001年提出[1]，近年来一些学者开始展开这方面的研究，并取得一系列成果，如[3,4,5,6,8]，但总体而言, 对NNLM的研究还处在起步阶段。

具体而言，NNLM通过一个多层感知网络(MultiLayer Perceptron, MLP)来计算:

 (1.7)

(1.7) 式中为模型所接受的词表V中的第 个词，为神经网络的映射函数， 为输入为时神经网络输出的第个值，对应取的概率值。

图 1.1 给出一个典型的NNLM语言模型。该模型由四层结构组成，分别为输入层、映射层、隐藏层和输出层。输入层对应词的历史子串。将中的每个词表示为一个维度为|V|的向量，其中 |V|表示模型词表的大小。该向量只包含一个非零值，对应于该词在词表V中的索引值。的长度为(n-1)，因此网络的输入层结点数为(n-1)|V|。



图 1.1 词神经网络语言模型

输入层中的每个词对应的|V|维向量经过一个线性变换投影到一个维度为m的向量，称为的词向量。中所有词的词向量首尾相接拼起来，组成一个的向量b，即图1.1中的映射层。

网络的隐藏层由映射层经过线性变换M附加一个非线性激活函数tanh()得到。记隐藏层第i个节点为:

 (1.8)

其中为线性变换矩阵M的第(i,j)个元素。

网络的输出层由个节点组成，记其中第i个节点的输出值为，对应wk为词表V中第i个词的概率。该概率由隐藏层输出经过线性变换R后附加非线性激活函数softmax()得到，计算公式为：

 (1.9)

 (1.10)

其中为线性变换矩阵R的第(i,j)个元素。

1. **问题描述**

相比当前主流的n-gram语言模型，NNLM对模型参数的共享更直接有效，因而对低频词具有天然的光滑性，在建模能力上具有显著优势。另一方面，当前基于词的NNLM语言模型也具有明显的弱点，包括：

1. 训练效率低，耗时长。当词表增大到超过10w以上时，训练时间变得难以接受；

2 解码时间较长，不能满足实际要求；

3 对未登录词难以解决。中文是动态语言，新词不断涌现，当前基于词的NNLM无法处理这些新词，同时不断增加的新词使得模型越来越复杂，即使要重新训练模型也极为困难。

为了解决上述问题，本发明提出基于汉字来对中文进行NNLM语言模型建模。汉语中汉字的数量是固定的，常用的字数量大约在6千左右，远远小于词语的数量，因而基于字来建模可以极大降低模型的复杂度，提高训练和解码的效率。同时，因为新出现的词语也可以汉字串的形式表示，因此完全可以被基于字的神经网络所描述，这省去了现有NNLM系统对新词进行重新训练的困难。

然而，由于汉字本身具有多义性，基于字的NNLM语言模型很难对字概率进行精确建模，因此需要一系列新方法对其进行改进，才能满足实际应用的需要。

1. **发明要点**

为了解决上述大词表NNLM语言模型学习中的低效率问题和处理未登录词上的困难，本发明提出基于字的NNLM语言模型建模方法;　为解决基于字的NNLM模型在刻画汉字多义性上的缺点，本发明提出对字向量进行预训练的学习方法。

**1. 基于字的NNLM语言模型**

为了解决大词表NNLM语言模型训练的低效率问题和处理未登录词上的困难，本发明提出基于汉字进行NNLM语言模型建模。因为在中文里汉字的数量是一定的，常用汉字数量大约在6千左右，远远的小于词的数量，因此基于字的NNLM模型要远小于基于词模型。同时，因为任何新词都可以被拆分成字串，基于字的语言模型可以不经过重新训练而对新词具有较好的描述能力。

基于字的NNLM语言模型如图3.1所示。与基于词的NNLM语言模型相比，基于字的NNLM模型的输入层由原来的词变成了字，如“电脑 手机”变为“电 脑 手 机”。为了获得更多的上下文信息，基于字的NNLM语言模型中的历史子串长度（即输入层的字数）要大于基于词的NNLM语言模型的历史子串长度，以保证模型能学习足够的上下文信息。图3.1给出了本发明提出的基于字的NNLM模型的网络图。



图3.1 基于字的神经网络语言模型

如图3.1所示，该神经网络输入层对应字的历史子串。将中的每个字表示为一个维度为|V|的向量，其中 V为所有汉字集合， |V|表示这个集合的大小，即汉字总数。输入层中的每个字对应的|V|维向量经过一个线性变换投影到一个维度为m的向量，称为的字向量。中所有字的字向量首尾相接拼起来，即组成一个的向量b，即图3.1中的映射层。

网络的隐藏层由映射层经过线性变换M附加一个非线性激活函数tanh()得到。记第隐藏层的第i个节点为:

 (3.1)

其中为线性变换矩阵M的第(i,j)个元素。

网络的输出层由个节点组成，其中第i个节点的输出值记为，对应ek为字表V中第i个字的概率。该概率由隐藏层输出经过线性变换R后附加非线性激活函数softmax()得到，计算公式为：

 (3.2)

 (3.3)

其中为线性变换矩阵R的第(i,j)个元素。

1. **基于预训练字向量的NNLM建模**

上述基于字的NNLM语言模型解决了大词NNLM语言模型的训练效率问题，解决了NNLM处理未登录的困难。但是，由于中文的汉字具有多义性，用传统方法训练基于字的NNLM语言模型很难对这些歧义进行有效学习。为了解决此问题，本发明提出了基于预处理字向量的NNLM语言模型。

基于预处理字向量的NNLM语言模型是对基于字的NNLM语言模型的改进和增强。事实上，NNLM语言模型建模包括两个步骤：（1）字向量映射，即通过学习，将输入层中的每个汉字投影为映射空间中的一个字向量; (2) 字概率预测，即在字向量的基础上对句当前汉字进行概率计算。现有的NNLM语言模型训练方法将这两个步骤统一到一个网络中，因此字向量映射与字概率预测学习是混淆在一起的，不仅效率低，而且字向量难以得到优化。本发明提出对字向量进行单独预训练，使其对语义信息具有更强的区分性。由于预处理的目的是获得更具有区分性和表达性的字向量，而不是优化语言模型，因此在预处理中所用的模型更加简单高效，训练所得模型对字的多义性具有更强的区分能力。本发明中，我们采用简单神经网络的办法来学习字向量模型，详细描述如下：



图3.2 预训练字向量模型

图3.2为我们采用的字向量学习模型。和图3.1中的NNLM语言模型相对照，字向量模型可以看作是NNLM语言模型的输入层和映射层，这两层结构的目的也是学习字向量。然而，与NNLM的字向量学习网络不同的是，图3.2中的预训练字向量模型的输出不仅包含当前字的前向上下文，还包含其后向上下文，这意味着该模型的训练目标除了对历史信息进行优化外，还对未来信息进行优化。具体而言，预训练字向量模型把当前汉字作为输入，在输出层预测出当前汉字前后上下文中一定窗长范围内的字序列。即：给定一个字序列，模型的优化的目标是使下式取值最大化：

 (3.5)

其中，是上下文窗长。c的值越大，模型所刻画的预测信息就越复杂，得到的向量性能越好，代价是训练时间越长。模型中，由下式得到：

 (3.6)

其中，为字e的字向量，由模型中的映射层得到。公式分母中的e对所有汉字进行加和。通过对映射层的连接权重（映射矩阵）进行优化，我们得到独立的字向量模型。与传统NNLM语言模型相比，预训练字向量模型使得产生的字向量对汉字的内在意义具有更强的代表性和区分性。



图3.3 基于预训练字向量的NNLM语言模型

依照这个思路，我们的NNLM语言模型训练系统如图3.3所示：在预训练阶段，我们首先训练出一个独立的字向量模型; 在NNLM语言模型建模时，我们利用前期得到的预训练字向量模型作为映射层并保持不变，对剩余的隐藏层和输出层进行优化。由于只对两层网络进行优化，这一方法要比传统NNLM三层优化方法更高效。

1. **方案优势**
2. 本方案利用中文汉字的有限闭集特性，以汉字为单位代替词进行神经网络语言模型建模，避免了大词表NNLM模型效率低下的问题，解决了基于词的NNLM在处理未登录词上的困难。
3. 我们将字向量模型从神经网络语言模型中独立出来，提高了训练效率的同时，也增强了字向量的表征能力和语义区分能力。
4. **实现流程**

****

图5.1 基于预训练字NNLM语言模型建模流程
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