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1.	an	on-line	learning	framework	whereby	the	dialogue	policy	is	jointly	

trained	alongside	the	reward	model	via	ac<ve	learning	with	a	Gaussian	

process	model.		

2.This	Gaussian	process	operates	on	a	con<nuous	space	dialogue	

representa<on	generated	in	an	unsupervised	fashion	using	a	recurrent	

neural	network	encoder-decoder.		

3.reduce	data	annota<on	costs	and	mi<gate	noisy	user	feedback	in	

dialogue	policy	learning.	



1.  A	dialogue	embedding	
func<on	

2.  An	ac<ve	reward	model	of	
user	feedback	

3.  A	dialogue	policy	
4.  the	key	contribu<on	here	is	

to	learn	the	noise	robust	
reward	model	and	the	
dialogue	policy	simultaneo-	
usly	on-line,	using	the	user	as	
a	‘supervisor’.	



user	inten<on	determined	
by	the	seman<c	decoder,	the	distribu<on	over	each	
concept	of	interest	defined	in	the	ontology,	a	one-
hot	encoding	of	the	system’s	reply	ac<on,	and	the	
turn	number	normalised	by	the	maximum	number	
of	turns	(here	30)	







Thank			you!	
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