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General theory of verification decision

• Two-class hypothesis test
• 𝑯𝟎 : the speech 𝑥 is from the claimed speaker.

• 𝑯𝟏 : the speech 𝑥 is from an impostor.

• This is known as the likelihood ratio test.

𝐿𝑅 =
𝑝(𝑥|𝐻0)

𝑝(𝑥|𝐻1)



From LR  to NL

• Normalized likelihood
• 𝑝(𝑥|𝐻0) : denotes as 𝑝𝑐(𝑥), which is a speaker-dependent item.

• 𝑝(𝑥|𝐻1) : denotes as 𝑝(𝑥), which is a speaker-independent item.

𝑁𝐿(𝑥|𝑐) =
𝑝 𝑥 𝐻0

𝑝 𝑥 𝐻1

=
𝑝𝑐(𝑥)

𝑝(𝑥)



NL reflects two key elements in open-set 
verification
• How to determine 𝑝(𝑥|𝑐) for an unseen class 𝑐 ?

• We need an accurate 𝑝(𝑥|𝑐) to describe the within-class variance.

• How to define 𝑝(𝑥) for any test data 𝑥 ？
• We need a global 𝑝(𝑥) to represent the normalization item.



Decoupled modeling for NL scoring

• Decouple NL to three components
• Enrollment: 𝑝(𝑢|𝑥1

𝑐 , … , 𝑥𝑛
𝑐) produces the posterior of class mean.

• Prediction: 𝑝 𝑥 𝑢 computes the likelihood of 𝑥 belonging to class 𝑐.

• Normalization: 𝑝(𝑥) computes the likelihood of 𝑥 from all classes.

𝑁𝐿 =
𝑝𝑐(𝑥)

𝑝(𝑥)
=
𝑝(𝑥|𝑥1

𝑐 , … , 𝑥𝑛
𝑐)

𝑝(𝑥)
=
𝑝׬ 𝑥 𝑢 𝑝(𝑢| 𝑥1

𝑐 , … , 𝑥𝑛
𝑐)d𝑢

𝑝׬ 𝑥 𝑢 𝑝(𝑢)d𝑢



How to decouple ?

• Enrollment 𝑝(𝑢|𝑥1
𝑐 , … , 𝑥𝑛

𝑐) and Normalization 𝑝(𝑥) are relevant to 
a global generative model, e.g., PLDA.

• 𝑝𝑔 𝑢 = 𝑁 𝑢; 0, 𝜀𝐼

• 𝑝𝑔 𝑥|𝑢 = 𝑁 𝑥; 𝑢, 𝜎𝐼

• Predication 𝑝 𝑥 𝑐 regards as a local model

• 𝑝𝑙 𝑥|𝑢 = 𝑁 𝑥; 𝑢, Σ′

𝑁𝐿 =
𝑝𝑐(𝑥)

𝑝(𝑥)
=
𝑝(𝑥|𝑥1

𝑐 , … , 𝑥𝑛
𝑐)

𝑝(𝑥)
=
𝑝𝑙׬ 𝑥 𝑢 𝑝𝑔(𝑢| 𝑥1

𝑐 , … , 𝑥𝑛
𝑐)d𝑢

׬ 𝑝𝑔 𝑥 𝑢 𝑝𝑔(𝑢)d𝑢



Training process

• Global training
• ML-PLDA

• Local training
• MLLR 𝑥′ = 𝑀𝑥



Basic EER results

x-vector PLDA DE-NL

512 6.397% 5.385%

150 5.385% 4.839%

EER(%) results on SITW.Eval.Core

PLDA



Change of Statistics (512)

PLDA



Change of Statistics (150)

PLDA



We need more thinking

• Observations
• DE-NL outperforms the standard PLDA.
• The curve of within-speaker variance does not match the PLDA assumption.

• Questions
• How to explain the change of within-speaker variance ?
• How to determine the optimal iteration ?



Analysis of local model 𝑝𝑙 𝑥|𝑢



𝑝𝑙 𝑥|𝑢 vs. 𝑝𝑔 𝑥|𝑢

• Good thing
• More accurate local model 
𝑝𝑙 𝑥|𝑢

• Potential problem
• incorrect normalization item
𝑝𝑙 𝑥 and 𝑝𝑔 𝑥



Correlation {        ,              }log 𝑝𝑔(𝑥) log෍
𝑐
𝑝𝑙(𝑥)



Correlation (512) with iterative training

PLDA



Correlation (150) with iterative training

PLDA



Conclusions

• This decoupled NL is flexible and shows good performance.

• We may add a regularization to balance the ideal normalization 
σ𝑐 𝑝𝑙(𝑥) and practical normalization 𝑝𝑔(𝑥).

• More analysis on DE-NL with LN. 


