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BaseFloat MelBanks::VtlnWarpFreq(BaseFloat vtln w_cutoff, // upper+lower frequency cutoffs for VTLN.

BaseFloat vtln high cutoff,
BaseFloat low_freq, // upper+lower frequency cutoffs in mel computation
BaseFloat high freq,
BaseFloat vtln warp_factor,
BaseFloat freq) {

This computes a VTLN warping function that is not the same as HTK's one,

but has similar inputs (this function has the advantage of never producing

empty bins) .

This function mputes a warp function F(freq), i A’ low_freq and
high freq inclusive, with the following properties:

F(low_freq) low_freq

F(high_freq) high_freq

The function is continuous and piecewise linear with two inflection

points.

The lower inflection point (measured in terms of the unwarped
frequency) is at frequency 1, determined as described below.
The higher inflection point is at a frequency h, determined as

described below.

If 1 <= £ <= h, then F(f) = f/vtln_warp_factor.

If the higher inflection point (measured in terms of the unwarped
frequency) is at h, then max(h, F(h)) == vtln_high cutoff.
Since (by the last point) F(h) h/vtln warp_factor, then
max (h, h/vtln_warp_factor) == vtln_high_cutoff, so
h = vtln_high cutoff / max(1, 1/vtln_warp_factor).

vtln_high_cutoff * min(l, vtln warp_factor).

If the lower inflection point (measured in terms of the unwarped
frequency) is at 1, then min(1l, F(1)) vtln_low_cutoff
This implies that 1 = vtln_low_cutoff / min(1l, 1/vtln_warp_factor)

= vtln_low_cutoff * max(l, vtln warp_factor)

Figure 2: Kaldit'src/feat/mel-computations.ccH SEHL I VTLNACAS



# Demonstrating Minimum Bayes Risk decoding (like Confusion Network decoding) :

mkdir exp/tri2b/decode_nosp_tgpr_${data}_tg_mbr

cp exp/tri2b/decode_nosp_tgpr_${data}_tg/lat.*.gz \
exp/tri2b/decode_nosp_tgpr_${data}_tg mbr;

local/score mbr.sh --cmd "$decode_cmd" \
data/test_${data}/ data/lang_nosp_test_tgpr/ \
exp/tri2b/decode_nosp_tgpr_${data}_tg mbr

done
fi

# At this point, you could run the example scripts that show how ETLN works.
# We haven't included this in the default recipes.

#/local/run_vtln.sh --lang-suffix "_nosp"

#/local/run vtiln2.sh --lang-suffix " nosp"
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if [ Sstage -le 2 ]; then
# tril
if $train; then
steps/align_si.sh --boost-silence 1.25 --nj 10 --cmd "$train_cmd"™ \
data/train_si84_half data/lang nosp exp/mono0a exp/mono0a ali || exit 1;
steps/train_deltas.sh --boost-silence 1.25 --cmd "$train_cmd" 2000 10000 \

data/train_si84_half data/lang_nosp exp/mono0a_ali exp/tril || exit 1;
fi

if $decofe; then
utils/mkgraph.sh data/lang nosp_test_tgpr \
exp/tril exp/tril/graph nosp tgpr || exit 1;

for data in dev93 eval92; do
nspk=$ (wc -1 <data/test_${data}/spk2utt)
steps/decode.sh --nj $nspk --cmd "$decode_cmd" exp/tril/graph nosp_tgpr \
data/test_${data} exp/tril/decode_nosp_tgpr_${data} || exit 1;

Figure 6: Kaldi wsj recipe 2 fit[f]alignmentid .
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# local/run_delas.sh trains a delta+delta-delta system. It's not really recommended or

# necessary, b demonstration of the decode fromlats.sh
# script whic

if [ $stage -le 4 ]; then
# From 2b system, train 3b which is LDA + MLLT + EAT.

ystem with all the si284 data.
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if ! cuda-compiled; then

cat <<EOF && exit 1
This script is intended to be used with GPUs but you have not compiled Kaldi with CUDA
If you want to use GPUs (and have them), go to src/, and configure and make on a machine
where "nvcc" is installed.

local/nnet3/run_ivector common.sh --stage $stage --nj $nj \
--train-set $train set --gmm Sgmm \
—--num-threads-ubm $num_threads_ubm \
--nnet3-affix "Snnet3_affix"

gmm_dir=exp/${gmm}

ali dir=exp/${gmm}_ali ${train set}_sp
dir=exp/nnet3${nnet3_affix}/tdnn${tdnn_affix} sp
train_data_dir=data/${train_set}_sp_hires
train_ivector_dir=exp/nnet3${nnet3_affix}/ivectors_${train set}_sp_hires

for f in $train data_dir/feats.scp $train ivector_dir/ivector_online.scp \
$gmm_dir/{graph_tgpr,graph_bd_tgpr}/HCLG.fst \
$ali dir/ali.l.gz $gmm_dir/final.mdl; do
[ ! -f $f ] && echo "$0: expected file S$f to exist" && exit 1
donf§

Figure 10: Kaldi wsj recipe', nnet3/run_tdnn.shH3& Fi-vector) & f45% 21X
fith,

52 I S0 B IE B AT AR AR B & . FIBTE N BE R b, AU S R
B, AR TE R R R, 4k, AU EERN A, B TR SRR
PERMEIE, TEVE SR8 E A RR AT AR TR B, e )2 X s % 44 1l Ak
DA K M ATUSE S B I e X n-grami®B SRR UL, — K 3T 1H B L 4
EVESEIRIE 5 A G R [14]. X P4 N 2818 5 1 B I & B 7 V20T 7L I T
B [15].
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