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Abstract
Recent research shows that low-dimensional continuous representations of

words (word vectors) can be successfully employed to classify documents,
and document vectors derived from semantic clustering work better than
those derived from simple average pooling. On the other hand, our recent
study demonstrated that embedding words on a hypersphere offers better
performance on tasks including semantic relatedness and bilingual
translation when compared to the original approach that embeds words in an
unconstrained plane space. In this paper, spherical word vectors are applied
to the document classification task. The experiments show that spherical
word vectors can deliver good performance when combined with semantic
clustering based on vMF distributions.
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learning

1 Introduction
Word embedding projects words into continuous low-dimensional representations, or word
vectors. By this embedding, semantic or syntactic related words are located close to each
other in the word vector space. The seminal research was conducted by Bengio and col-
leagues when studying neural language models [1], which has been followed by many
researchers, e.g., [2][3][4][5].

Most of existing word embedding approaches embed words in plane space which means
that there is no limit on the vector length. This means that the length if word vectors par-
ticipates in representing word semantic and syntactic meanings. Ironically, when using
word vectors to formulate semantic relations, the cosine distance was found to work better
than the inner product. This means that the length information is essentially not useful, at
least for semantic representation. Motivated by this observation, we proposed a spherical
word embedding [6] which embeds words on a constrained hypersphere. With the spheri-
cal word vectors, the distance measure in the embedding phase (training) and the inference
phase (semantic relation evaluation) becomes consistent. Our experiments have demon-
strated that spherical word vectors outperform the original plane word vectors on a number
of tasks including semantic relatedness prediction and bilingual translation [6].

In this paper, spherical word vectors are applied to the document classification task. In
previous studies, we have shown that plane word vectors work well on this task, and out-
perform the poplar method based on latent Dirichlet allocation (LDA) [7]. In a subsequent
study, we proposed a semantic clustering model, a distributional approach that derives doc-
ument vectors from word vectors considering their distributions. This approach outper-
formed the conventional average pooling method that essentially ignores the distributional
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characteristic of word vectors. Our study in this paper shows that for spherical word vectors,
the pooling approach simply fails, and with the distributional method, the performance can
be significantly improved, even better than the semantic clustering method based on plain
word vectors. Considering the property of spherical vectors, we propose a semantic clus-
tering method based on the von-Mises-Fisher (vMF) mixture model and shows that a good
performance can be achieved with the proposed method.

The rest of the paper is organized as follows: Section 2 introduces the related work; Sec-
tion 3 describes the classical word embedding and semantic clustering; Section 4 presents
spherical word vectors and the vMF-based semantic clustering. The experiments are pre-
sented in Section 5, and the paper is concluded by Section 6 .

2 Related work
Document classification has been a research focus for a long time. A typical classification
system involves two components: document vector extraction and document classifier. The
most popular document vector is based on word distributions, e.g., TF-IDF. This vector is
large in dimensionality and does not consider semantic relations between words. Another
type of document vector is based on various topic models, e.g., Latent Dirichlet Allocation
(LDA) [8]. Our technique is inspired by the recent work on word embedding [5], which
embeds words in a continuous low-dimensional space. In a previous study [7], we demon-
strated that word vectors can be aggregated to derive document vectors by simple average
pooling. In a subsequent research, the average pooling method was extended to a distribu-
tional method that leads to further performance improvement [9].

Another related work is the spherical word embedding method we proposed in [6]. Better
performance was obtained with spherical word vectors on semantic relatedness and bilin-
gual translation. This paper attempts to apply the new word representations to document
classification. As we will see, simple average pooling works rather poor with spherical
word vectors, and the distributional approach presented in [9] has to been employed.

Several studies have been conducted to model the distribution of spherical vectors, e.g.,
[10][11][12]. In this paper, the main mathematic tool is the von-Mises-Fisher (vMF) dis-
tribution [13], which is the simplest form for modelling spherical vectors, corresponding
to the Gaussian distribution for plain vectors. Particularly, we are interested in the vMF
mixture model which can describe complex spherical distributions, analog to the Gaussian
mixture model (GMM) for plain vectors. This model has been studied by a multitude of
researchers. For instance, Banerjee et al. [14] derived an Expectation Maximization (EM)
procedure to estimate model parameters, and applied the model to text and genomic data
clustering. In the limit, when the concentration parameter approaches infinity, the vMF
mixture model reduces to the spherical k-means (SPKM) model [15]. Zhong [16] derived
an online clustering method based on SPKM.

3 Word vectors and semantic clustering
3.1 Word embedding
Word representation is a fundamental problem in natural language processing. The con-
ventional one-hot coding represents a word as a sparse vector of size |V |. This simple
presentation is high-dimensional, discrete, and ignores semantic relations among words,
which leads to much difficulty in model training and inference. An alternative approach is
to represent words as low-dimensional continuous word vectors where relevant words are
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located to close to each other. The ‘relevance’ might be in the sense of semantic mean-
ings, syntactic roles, sentimental polarities, or any others depending on the model objec-
tives [5][14][17]. These continuous low-dimensional word representations are often called
word vectors. Compared to the one-hot representations, word vectors posses significant
advantage in semantic representation, model training and inference, as well as generaliz-
ability across domains and languages. Word vectors have attracted much attention and have
attained remarkable success in a multitude of text processing tasks [18][19].

A popular word embedding approach is based on the skip-gram model proposed by
Mikolov [20]. Basically, given a word and its left and context words in a particular sen-
tence, the model tries update the word vectors so that the focused word is close to the
context words in the embedding space, where the distance is measured by inner product.
This model can be seen as a neural network where the input is the one-hot representa-
tion of the focused word wi, denoted by ewi . This input one-hot code is projected to its
word vector cwi , by looking up an embedding matrix U . This word vector, cwi , is then
used to predict the word vectors of its left and right C neighbor words. Given a word se-
quence w1, w2...wN , the training process maximizes the following objective function by
optimizing the embedding matrix U which is composed of vectors of all the words in the
vocabulary:

L(U) =
1

N

N∑
i=1

∑
−C≤j≤C,j 6=0

logP (wi+j |wi)

where

P (wi+j |wi) =
exp(cwi+j

cwi
)∑

w exp(cwcwi
)
.

3.2 Semantic clustering

For document classification, it is essential to infer document vectors from the word vectors.
A simple approach is to aggregate all the word vectors by average pooling. Surprisingly,
this simple approach works very well in our experiments. A potential problem of this ap-
proach, however, is that the distributional information of words is totally ignored when
deriving word vectors. A semantic clustering (SC) approach was proposed by the authors
in [9]. In this approach, the word vectors of all the training documents are pooled to train a
GMM, and then the vector of a document d is derived as the posterior probabilities that the
document belongs to the Gaussian components of the GMM, formulated by:

v = [P (1|d), P (2|d), ..., P (M |d)]T

where M is the number of Gaussian components of the GMM, and P (k|d) is the posterior
probability that d belongs to component k. Let j index all the words in the document,
P (k|d) is given by:
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P (k|d) =
p(d|k)∑M
r=1 p(d|r)

(1)

=

∏
wj∈d pk(cwj )∑M

r=1

∏
cwj
∈d pr(cwj

)

and

pk(cwj
) = N(cwj

;µk,Σk)

where µk and Σk are the mean vector and covariance matrix of the k-th Gaussian compo-
nent, respectively.

Compared to average pooling, the semantic clustering method infers semantic structures
in the word vector space and then represents a document by these structures. Both the
two steps rely on statistical learning, and thus leverages the distributional information of
the words in the target document. Performance improvement was reported in [6]. This
approach to document vector extraction is referred to as ‘Gaussian SC’ in this paper.

4 Document classification with spherical word vector
4.1 Spherical word vector
Spherical word vectors were proposed in [6]. The initial goal is to solve the inconsistency
of the conventional word embedding methods in distance measure between the embedding
phase and the inference phase. This new embedding approach is based on the conventional
skip-gram model, but constrains the word vectors on the unit hypersphere. This can be
achieved by solving a constrained optimization problem for example by Lagrange multi-
pliers, though we adopted a simpler approach that normalizes the word vectors by the `-2
norm whenever they are updated. Fig. 1 shows how conventional plane word vectors are
regularized on the unit hypersphere. It has been shown that spherical word vectors can lead
to better performance on tasks such as semantic relatedness and bilingual translation [6].
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Figure 1: The distributions of plane and spherical word vectors. The red cir-
cles/stars/diamonds represent three words that are embedded in the two vector spaces re-
spectively.

Applying spherical word vectors to document classification, however, is not as simple as
with plane word vectors. Intuitively, simple average pooling seems not reasonable, because
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the mean vector is probably out of the unit hypersphere, which breaks the consistency
between training and inference that that spherical word vectors were initially designed
to achieve. We therefore resort to the distributional approach, i.e., semantic clustering, to
derive document vectors.

4.2 vMF distribution for spherical vector
Semantic clustering for spherical vectors requires a suitable probabilistic model to repre-
sent the distributional characteristics of spherical data. The simplest form of distribution
for spherical data is vMF, for which the probability density function is given by:

fp(x;µ, κ) =
1

Zp(κ)
eκµ

T x (2)

where p is the dimensionality of data x, µ is the position parameter that satisfies ‖µ‖ = 1,
and κ ≥ 0 is the concentration parameter. The partition function Zp(κ) is given by:

Zp(κ) =
(2π)p/2Ip/2−1(κ)

κp/2−1

where Iv denotes the modified Bessel function of the first kind at order v. Note that the
equations above apply for polar coordinates only.

4.3 Semantic clustering based on vMF mixture
Analog to Gaussian semantic clustering that generates document vectors from plane word
vectors, vMF semantic clustering is derived to generate document vectors from spherical
word vectors. The principle process is the same as the Gaussian SC presented in [9], except
that the semantic clustering is based on the vMF mixture model instead of the Gaussian
mixture model.

Specifically, suppose that the entire spherical space is represented byM mixtures of vMF
distributions. Collect all the spherical word vectors of the training data (without considering
boundary of documents), denoted by {ci}. Train the vMF mixture model using these data,
by optimizing the following objective function:

L(θ) =
∏
i

M∑
k=1

πkfp(ci;µk, κk)

where θ = {πk, κk, µk : k = 1, 2, ...,M} denotes all the parameters in the model. This
optimization problem can be solved by the EM algorithm proposed by [14]. For simplicity,
however, we choose the k-mean solution [15] that is much faster than the EM algorithm.
Once the vMF mixture model has been trained, the vMF components provide a division
of the entire spherical vector space, leading to a semantic clustering for spherical word
vectors.

Similar to the Gaussian SC method for plane word vectors 3.2, a document d can be
represented by the posterior probabilities that d belongs to the vMF components, i.e.,
v = [P (1|d), P (2|d), ..., P (M |d)], and P (k|d) is computed exactly the same as given
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by Eq.(1). The only difference is that the distribution is now a vMF instead of a Gaussian,
given by:

pk(cwj ) = fp(cwj ;µk, κk)

where fp(·) is the probability density of the vMF distribution given by Eq.(2), and {µk, κk :

k = 1, 2, ...,M} are the model parameters obtained with the k-mean training.
Once document vectors have been derived, a classifier can be used to perform document

classification. This study chooses the support vector machine (SVM) with a linear kernel
as the classifier, though any classifier is possible.

5 EXPRIMENTS
5.1 Databases
The experiments were conducted with two datasets: the Reuters dataset published by David
D. Lewis[1] and the 20 Newsgroups dataset that was originally collected by Ken Lang[2].

The Reuters dataste is a collection of Reuters newswire in 1987. We use the LEWISS-
PLIT configuration, which uses 7337 documents for model training, and 3404 documents
for test. There are 55 classes in total. For documents that are labelled by more than one
topic, the first topic is chosen as the correct label.

The 20 Newsgroups dataset is a collection of approximately 20,000 newsgroup docu-
ments, evenly distributed across 20 newsgroups. We choose 80% of the documents for
training and the rest for test.

5.2 Configurations
The word2vec tool provided by Google was used to produce conventional plane word vec-
tors[3]. A simple modification mentioned in Section 4 was applied to the word2vec tool to
produce spherical word vectors. The SVM model was built using the scikit-learn tool[4].

The two method for document vector derivation: average pooling and semantic cluster-
ing, are compared with each other. For plane word vectors, the sematic clustering is based
on the GMM, and for spherical word vectors, it is based on the vMF mixture model. The
GMM model was trained using the Weka toolkit[5], and the vMF mixture model was trained
using an R implementation provided by Kurt Hornik[6].

5.3 Results
Table 1 presents the results on the Reuters dataset in terms of classification accuracy. For
average pooling, the dimensionality of the document vectors is simply the same as that of
the word vectors, which is fixed to 50 in our study. For semantic clustering, the dimen-
sionality of document vectors corresponds to the number of Gaussian or vMF components,
which varies from 50 to 200 in our experiment. The Gaussian semantic clustering (Gaus-
sian SC) is applied to both plain and spherical word vectors, and vMF semantic clustering
(vMF SC) is applied to spherical word vectors only.
[1]http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
[2]http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html
[3]https://code.google.com/p/word2vec
[4]http://scikit-learn.org/dev/modules/svm.html#svm
[5]http://www.cs.waikato.ac.nz/ml/weka/
[6]http://cran.r-project.org/web/packages/movMF/index.html
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The results shown in Table 1 demonstrate that for plane word vectors, average pooling
works well and Gaussian SC offers marginal gains, when the number of Gaussian compo-
nents is large enough. For spherical word vectors, average pooling works not as well, but
semantic clustering delivers much more significant performance gains. Particularly, vMF
SC outperforms Gaussian SC consistently. This is expected as vMF is more suitable to
model spherical vectors. With vMF SC, spherical word vectors deliver better performance
than plane word vectors.

We highlight that no matter how many components are used in semantic clustering, the
basic information are all from the 50-dimensional word vectors. The additional gains ob-
tained by semantic clustering with more Gaussian/vMF components are therefore totally
attributed to the information conveyed by the distributional patterns of the words involved
in a document. This again confirms the necessity of the distributional approach, e.g., the
semantic clustering in our study.

Table 2 presents the results on the 20 Newsgroups dataset. Similar observations are ob-
tained as in Table 1, except that semantic clustering here delivers much more significant
performance gains, for both plane and spherical word vectors. Again, spherical word vec-
tors with vMF SC offers the best performance.

Table 1: Classification accuracy on Reuters
CA%

Dim Plain WV Spherical WV
Avg. Pooling 50 80.46 79.17
Gaussian SC 50 70.65 74.76

100 77.47 79.96
150 79.11 83.11
200 81.14 82.17

vMF SC 50 - 76.26
100 - 80.05
150 - 81.52
200 - 83.84

Table 2: Classification accuracy on 20 Newsgroups
CA%

Dim Plain WV Spherical WV
Avg. Pooling 50 72.73 67.76
Gaussian SC 50 51.91 56.35

100 74.11 74.32
150 77.75 77.21
200 80.53 80.99

vMF SC 50 - 56.81
100 - 72.61
150 - 78.24
200 - 81.73

6 Conclusions
This paper applies spherical word vectors to the task of document classification. The exper-
imental results confirmed that with vMF-based semantic clustering, spherical word vectors
can be successfully applied to document classification, and achieve comparable or even bet-
ter performance than conventional plane word vectors. In future work, we will investigate
distributions more suitable for spherical word vectors.
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