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Introduction

(1) A 5-char quatrain(Rhythm & tone) :

SR IR
Climbing the Paradise Mound
IR EAIE, (*ZZP2Z)
As I was not in a good mood this
evening round,
WG HE. PPPZP)
[ went by cart to climb the Ancient
Paradise Mound.

For example:
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When the setting sun is infinitely fine,
which is a must.
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(2) A problem about traditional neural
network (fluent and trivial, a lack |
of innovation): =
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(3) Our solution:
A memory-augmented neural network.

éThe two aspects of the effect of our pr-—
goposed memory—augmented network:

é ——improve the innovation of poems
——generate poem with different sytle

The memory—augmented neural netwok
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[t contains two components, the neural model component on the left, and
the memory component on the right in the picture below.
Focus on the memory part in the red table:
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The output of memory—augemneted neural network:
° Zt =O'(StW+,thE)
The B 1is not better than the manually—selected one.
The analysis of memory mechanism
Three scenarios where adding a memory may contribute:
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Experiment (innovation)
« Dataset

. 500 quatrains randomly selected from
our trailning corpus

e Two configurations

 one is with a one—iteration model (C,)
and the other is with an overfitted

model (C,).
Preference Ratio
Compliance Fluency Theme Aesthetic Scenario
| | Y ~ Consistency 4 Innovation } Consistency
T Vi e 059041 | 0.68:032 | 070:030 | 0.68:032 | 069:031
C; vs C, +Mem 0.41:0.59 0.36:0.64 0.37:0.63 0.33:0.67 0.43:0.57
Coo V8 C o +Mem 0.40:0.60 0.26:0.74 0.32:0.68 0.30:0.70 0.36:0.64
O vs CoctMem | 0.43:057 | 058:042 | 059:041 | 050:050 | 059:041
Experiment (style—transfer)
e Dataset
. contains 300 quatrains with clear
styles, including 100 pastoral, 100

battlefield and 100 romantic quatrains.

e (General topic

Probability
Model Pastoral Battlefield Romantic Unclear
'y (Basehne) 0.09 0.0 0.18 0.69
'y + Pastoral Mem (.94 0.00 0.06 0.00
' + Battleheld Mem 0.05 0.93 0.00 0.02

_ 'y + Romantic Mem 0.17 0.00 0.61 0.22

Method Compliance Fluency Aesthetic Scenano
Innovation Consisience _
'y (baseline) 4.10 3.01 2.53 2.94
'y 4+ Pastoral Mem 4,07 3.00 307 3.17
'y + Battlefield Mem 3.82 2.63 2.60 2.95
'y + Romantic Mem i, () 2.78 2.59 3.00
'y 4+ All Mem 1.95 2. K0 2.74 .05
Conclusions
. The memory can encourage creative
generation for regularly—-trained models.
. The memory can encourage rule-—
compliance for overfitted models.
. The memory can modify the style of the

generated poems in a flexible way.
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