
2016/6/6 1

Research on conversation thread detection

汪洋
电信卓越1201班

Huazhong University of Science and Technology

yangwang@hust.edu.cn

mailto:fanmiao.cslt.thu@gmail.com


2016/6/6 2

目录

5. Classifier

6. Cluster

4. Word2vec

2. Motivation

3. Base model

1. Background

8. Our Contribution

9. Reference

7. Evaluation Method



1. Background

• Dynamic text message streams are rapidly growing on the Internet.

• There is a remarkable category of streams containing valuable knowledge.

• There may be more than one thread at the same time, and the text of different 

threads intersects with each other.
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1. Background
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2. Motivation

2016/6/6 5

Expressio
n symbol

marriage

house 
prices

stock

literature

• A natural discourse task.

– Humans do it without any training.

• Preprocess for search, summary, QA.

– Recover information buried in chat logs.

• Online help for users.

– Highlight utterances of interest.

• Dialogue system with memory.

– Extract context information.

– Process data for dialogue system training.



3. Base model
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Time
Speaker
Mention
Cue words
Question
Long
Repeat
Tech

Feature

0.6  0.7  0.2  ···  0.5  0.5

0.7  0.8  0.3  ···  0.5  0.5

·
·
·
·

0.5  0.5  0.5  ···  0.4  0.6

0.5  0.5  0.5  ···  0.6  0.8

Max Entropy
Classifier

Vote
Cluster

Similarity Matrix Thread

Micha Elsner and Eugene Charniak. 2008. You talking to me? a corpus and algorithm for 

conversation disentanglement. In Proceedings of the 46th Annual Meeting of the ACL: 

HLT (ACL 2008), pages 834–842, Columbus, USA.

Time speaker:
content

Message Pair

Time speaker:
content



4. Word2vec
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Y. Bengio, R. Ducharme, P. Vincent. A neural 
probabilistic language model. Journal of Machine 
Learning Research, 3:1137-1155, 2003.

Tomas Mikolov, Kai Chen, Greg Corrado, and 
Jeffrey Dean. Efficient estimation of word 
representations in vector space. ICLR Workshop, 
2013.

4.1    Related Work



4. Word2vec
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• Approach1:
• Pool word vectors to obtain 

sentence vector
• Add the similarity between the 

sentence vector to features  
• Approach2:

• Cluster the word vector in 
dictionary using K-means

• Pool the code of words
returned by K-means

• Add the term-by-term product 
to features

4.2    Add Word Vector to Features



4. Word2vec
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4.3   Experiments

Max
F

Mean
F

Min
F

Max
1-to-1

Mean
1-to-1

Min
1-to-1

Max
loc3

Mean
loc3

Min
loc3

Base 
Model

56.98 43.91 34.94 54.13 40.63 33.63 75.16 72.75 70.47

Average 
Pooling

57.64 44.68 35.71 51.00 41.79 34.38 74.07 71.45 68.63

Max 
Pooling

58.57 45.15 35.22 51.88 42.21 33.75 74.32 71.66 69.05

Max
F

Mean
F

Min
F

Max
1-to-1

Mean
1-to-1

Min
1-to-1

Max
loc3

Mean
loc3

Min
loc3

Base Model 56.98 43.91 34.94 54.13 40.63 33.63 75.16 72.75 70.47
25d 

Max Pooling
58.54 45.48 36.08 51.63 42.33 34.13 73.99 71.92 69.55

50d
Max Pooling

58.57 45.15 35.22 51.88 42.21 33.75 74.32 71.66 69.05

100d
Max Pooling

57.80 44.44 34.43 51.75 41.79 32.75 74.36 72.45 70.34

Max pooling is better than average pooling for Shen F 
and 1-to-1 metrics.  

The dimension of word vectors make little difference 
for the performance.   

Max
F

Mean
F

Min
F

Max
1-to-1

Mean
1-to-1

Min
1-to-1

Max
loc3

Mean
loc3

Min
loc3

Base 
Model

56.98 43.91 34.94 54.13 40.63 33.63 75.16 72.75 70.47

Numclass
= 50

57.52 45.01 36.86 50.38 40.73 33.89 73.07 70.32 67.34

Numclass
= 75

58.31 45.10 37.48 51.63 41.42 34.88 72.44 70.07 66.92

Numclass
= 100

58.11 45.86 38.29 51.00 41.52 35.50 73.69 70.61 67.42

Numclass
= 125

57.07 43.97 35.13 50.88 40.04 32.25 74.11 71.21 68.67

Numclass
= 150

57.13 44.60 37.42 51.00 41.06 34.88 72.48 70.26 68.13

The performances of approach 1 and  approach 2 are 
similar.

Approach 1

Approach 2

Experiment on Word vector dimension



4. Word2vec
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4.3   Experiments

All messages Long messages

Visualization with t-SNE toolkit

Our Conclusion : The semantic information represented by word vector is little helpful for 
high level topic detection task. 



5. Classifier
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5.1   Experiments

Max
F

Mean
F

Min
F

Max
1-to-1

Mean
1-to-1

Min
1-to-1

Max
loc3

Mean
loc3

Min
loc3

Base
Model

56.98 43.91 34.94 54.13 40.63 33.63 75.16 72.75 70.47

SVM 57.08 47.19 41.40 49.13 42.69 37.63 74.11 69.90 65.12

DNN 60.85 45.36 36.10 55.75 42.40 33.75 74.19 72.72 70.26

Our Conclusion : SVM classifier outperforms the max entropy classifier significantly for 
Shen F and 1-to-1 metrics, but not as good as max entropy classifier for loc3 metric.

Deep Neural Network SVM



6. Cluster
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6.1    Related Work
KwikCluster Spectral Clustering

Hierarchical Clustering



6. Cluster
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6.2    Experiments

Max
F

Mean
F

Min
F

Max
1-to-1

Mean
1-to-1

Min
1-to-1

Max
loc3

Mean
loc3

Min
loc3

Base Model 56.98 43.91 34.94 54.13 40.63 33.63 75.16 72.75 70.47

KwikCluster 51.64 43.18 28.45 46.63 37.54 23.63 71.39 68.41 64.70

Spectral 
Clustering

51.64 39.88 22.94 45.13 34.35 21.13 70.18 67.66 64.03

Hierarchical 
Clustering

44.06 19.30 9.29 52.13 23.19 10.88 51.61 43.33 35.09

• KwikCluster is competitive to vote greedy algorithm.  It is worth noting that a parallel 
variant of KwikCluster is proposed in [5]. So it is scalable for big data.

• Spectral Clustering is not suitable for this task.
• Although hierarchical clustering doesn’t work well, it inspire the research in evaluation 

method



7. Evaluation Method

2016/6/6 14

7.1    Motivation

• Everyone has his/her own granularity.
• Fig1 shows that the granularity between annotators is very different

• Original evaluation method fix parameter tv which controls granularity to 0.5. 
Granularity difference will influence the evaluation of algorithm
• Fig2 shows when tv changes the performance changes a lot

Annotation
test-

0.annot
test-

1.annot
test-

2.annot
test-

3.annot
test-

4.annot
test-

5.annot
Thread
number

71 129 93 71 51 79

0.3 0.4 0.5 0.6 0.7 0.8 0.9

test-0.annot 19.30 36.64 44.71 48.77 54.97 57.63 51.48
test-1.annot 14.54 29.19 34.94 40.68 47.03 49.28 55.73
test-2.annot 14.54 29.19 34.94 40.68 47.03 49.28 55.73
test-3.annot 17.43 33.33 40.9 45.67 52.17 53.65 49.59
test-4.annot 22.32 36.38 39.42 42.48 47.29 48.12 44.97
test-5.annot 53.81 61.51 56.98 55.86 42.39 43.99 33.19

Fig1

Fig2



7. Evaluation Method
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7.2    New Evaluation Method

• Vary the parameter tv which controls granularity
within certain range.

• Find the parameter tv with which algorithm has the 
best performance.

• Average the best metrics computed against each 
annotation

𝑆hen F = 
1

𝑛
σ𝑖=1
𝑛 𝑚𝑎𝑥𝑡𝑣𝐹𝑖

1-to-1  = 
1

𝑛
σ𝑖=1
𝑛 𝑚𝑎𝑥𝑡𝑣1−to−1 𝑖

𝑙𝑜𝑐3 = 
1

𝑛
σ𝑖=1
𝑛 𝑚𝑎𝑥𝑡𝑣𝑙𝑜𝑐3𝑖



7. Evaluation Method
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7.3    Experiments

Shen F var 1-to-1 var Loc3 var
tv = 0.5 48.03 28.43 3.76
Best tv 18.13 40.55 1.83

Shen F var 1-to-1 var Loc3 var
tv = 0.5 12.04 4.90 21.02
Best tv 18.07 59.70 5.32

Shen F var 1-to-1 var Loc3 var
tv = 0.5 40.83 39.09 3.42
Best tv 22.57 49.11 2.44

Shen F var 1-to-1 var Loc3 var
tv = 0.5 54.37 33.65 3.37
Best tv 20.47 46.28 2.27

Shen F var 1-to-1 var Loc3 var
tv = 0.5 57.39 42.93 2.75
Best tv 38.17 47.08 2.07

All features
Max entropy classifier

Without mention feature
Max entropy classifier

Without speaker feature
Max entropy classifier

Without time feature
Max entropy classifier

All features
SVM classifier

Our Conclusion : New evaluation method can reduce the variation of the metrics 
so that it is more consistent for algorithm evaluation



8. Our Contribution
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• Reveal that the information represented by word vector is low-

level semantic information, rather than high-level topic 

information.

• Use other classifiers and cluster algorithms to improve the 

baseline model.

• Propose a new evaluation method to evaluate algorithms more 

consistently by reduce the influence of the granularity difference 

of different annotators. 
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