
The important ”feature”
for speaker recognition

Pengqi Li
2022/05/27



Introduction
• Not all position in speech features(MFCC, Fbank, Spectrogram)

contribute equally to the speaker recognition system performance.
• Analysis from CAMs.
• Can this "important" information be known in advance? The most 

intuitive downstream task is to improve the noise robustness of the 
model

Backward(target speaker)

forward



Yanpei Shi, Qiang Huang, and Thomas Hain, “Robust speaker recognition using speech enhancement and attention 
model,” arXiv preprint arXiv:2001.05031, 2020.



Robust Speaker Recognition Using Speech Enhancement And Attention Model
• Motivation
• To increase the robustness against noise.
• Highlight the speaker related features

• Methods
• speech enhancement and speaker recognition are integrated into one 

framework by a joint optimisation using deep neural networks.
• multi-stage attention mechanism(MS)
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Robust Speaker Recognition Using Speech Enhancement And Attention Model
• Methods
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Similar with Squeeze-and-Excitation Module !
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• Methods
• Architecture
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Robust Speaker Recognition Using Speech Enhancement And Attention Model

• Conclusion
• Multi-stage attention model to highlight speaker relevant information.
• A joint optimisation by cascading the speech enhancement network and 

speaker recognition network.
• Enhance spectral features(Fine-grained).



Amirhossein Hajavi and Ali Etemad, “Knowing what to listen to: Early attention for deep speech representation
learning,” arXiv preprint arXiv:2009.01822, 2020.



Knowing what to listen to: Early attention for deep speech representation learning

• Motivation
• Attention models play an important role in improving deep learning models.
• However current attention mechanisms are unable to attend to fine-grained 

information items.

• Methods
• Fine-grained Early Frequency Attention (FEFA) for speech signals.



Knowing what to listen to: Early attention for deep speech representation learning
• Experiments
• Datasets : VoxCeleb2(train), VoxCeleb1(test); IEMOCAP
• 257-Spectrogram; several SOTA backbone
• Results



Knowing what to listen to: Early attention for deep speech representation learning
• Experiments(Noise)



Knowing what to listen to: Early attention for deep speech representation learning

• Conclusion
• The FEFA provides a better representation of the spectrogram by attending to 

each frequency bin individually.
• Enhance spectral features.
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ON THE IMPORTANCE OF DIFFERENT FREQUENCY BINS FOR SPEAKER VERIFICATION

• Motivation
• Naturally, there would be a question of whether all different frequency bins 

contribute equally to the speaker verification system performance? 

• Methods
• Frequency Reweighting Layer (FRL)



ON THE IMPORTANCE OF DIFFERENT FREQUENCY BINS FOR SPEAKER VERIFICATION
• Experiments
• Datasets : VoxCeleb1
• SE-Fast-ResNet34, 80-dimensional Fbank
• Results



ON THE IMPORTANCE OF DIFFERENT FREQUENCY BINS FOR SPEAKER VERIFICATION
• Experiments(Analysis)



ON THE IMPORTANCE OF DIFFERENT FREQUENCY BINS FOR SPEAKER VERIFICATION

• Conclusion
• Frequency Reweighting Layer to automatically learn the importance of 

different frequency dimensions.
• Show that the system performance attributes more to the lower frequencies.



Conclusion

• Some fine-grained enhancements are made on the spectrum through 
methods such as the attention mechanism.
• Thereby finding task-relevant features and improving the noise 

robustness of the model.
• However poor interpretability.
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