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Problem statement

• CN-Celeb reveals the shortcoming of current VPR system:

In unconstrained conditions, the performance of the current speaker 
recognition techniques might be much worse than it was thought. 
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Domain shift problem

• Data from different genre have different domains.
• Speakers of a same domain tend to have the same

domain.

• Traditional discriminative DNN method can only
handle visible domain.

• We want to obtain a domain-Invariant speaker
vector to enhance the robustness of speaker
recognition system.

Domain shift



Solutions

• Direction: Meta-learning
Learning to learn: Fast adaptation trained models to new tasks.

• Approach:
MAML: Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks



Meta-learning(元学习)
• Starting point：
• After building cognition, human can learn things in a very fast speed, since human

can learn more “basic” things.

• Meta leaning aims to build such a cognition to machine, make them learn how to
learn.

cognition model
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• Finding an optimal initialization position θ (initial parameters), to fast reach the
optimal position θn for taskn.

Revisit MAML



For our task

• Tasks -> domains: averaged optimal point for different domains,
remain to be adaptation.

• Can be a generalization model:
• Different domains follow a same task, the “initialization position θ” can be

regarded as a domain-invariant optimal point, so the adaptation process is
not necessary.



Robust MAML



Tricks:

• Single-speaker and multi-condition (SSMC) data is better.

• Balance the genre proportional is important. i.e. too much clear genre
(like interview) will do harm to the meta training.



Domain-invariant projection net 



Experiments

Out-set genre: singing, movie, interview

Input batch: Pair data from same
speakers and different genre



Baseline



Cosine Results



EER Curves



PLDA Results



Conclusion

• Robustness MAML is effective from the perspective of cosine EER.

• PLDA is partly helpful for domain shift problem.



Further discuss

• Ideally, Robust MAML doesn‘t require SSMC data.
• Data volume
• Domain number in each batch (“Meta batch”) is too small

• Metric-based meta learning.
• The objective function can be more fit for back-end model.

• Light-weighted MAML-based adaptation 
• Adaptation to new domain.
• Maybe enroll adaptation.


