一种自由化的诗歌生成方法

**一、背景**

**1.1 自动做诗机**

自动做诗被认为是当机器智能的重要重要标志，因为人做诗需要极强的创造力，机器做诗必须能够"学习”诗的行文方式并“模拟”人脑的创作能力，因此极为困难。本发明提出一自动生成中国古诗的方法，与传统方法相比，该方法更灵活，创造力更强。

传统的古诗生成主要有两种方式：

1，统计机器翻译（SMT）概率模型

 该方法将古诗创作看作由前一句对后一句的翻译过程，逐步生成整首古诗。该方法的一个缺点是一句古诗的生成仅依赖前一句，无法保证整首诗的完整性。同时，SMT模型一般基于字的共现信息，该信息在古诗中非常稀疏，导致建模能力较差。

2，神经网络(NN)模型

 该方法将用户所给的信息（首句）通过神经网络压缩成信息向量，将该信息向量作为初始状态，通过神经网络逐句生成整首诗歌。
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**图1: 古诗生成框架**

**二、问题描述**

传统的古诗生成方法存在一个显著缺点，即都依赖于一种已经固定好的诗歌格式，如五言绝句、七言律诗等。这种固化格式的诗歌生成方法意味着（1）在训练中只能选择相对应的诗歌语料进行训练，导致模型训练不充分；（2）在生成中仅能生成固定格式的诗，不能灵活扩展； (3) 生成过程仅有前后句互相关联，容易产生主题偏离。

本发明将一种新的诗歌生成方法。该方法将整首诗歌看成一个包含断句符号的完整字串（而非若干句子），利用递归神经网络(RNN)对这一字串进行学习，得到古诗的行文风格。在生成时，RNN模型生成候选字，再加入人为设定的规则使生成符合古诗的格式。这一方法的优点是：

1. 可以利用多种格式的古诗甚至非古诗文本学习这一模型，解决了数据稀疏的问题；
2. 可以利用该模型生成任意长度，任意多个句子的古诗;
3. 每一句诗与前面所有已经生成的句子相关联，保证整首诗的一致性。

**三、发明要点**

**3.1 基于RNN的古诗生成模型**

本发明基于RNN网络构建古诗生成模型，如图1所示。首先，该方法将用户给予的信息（如图1中的“春花秋月何时了”作为首句），经过一个双向RNN网络编码成一组向量（图1下部矩形列），该向量作为用户意图的编码。量。在生成过程中（图1的上部），一个单向RNN网络不断循环运行，生成古诗的中的每一个字。在生成每一个字的时候，对用户的意图向量进行查看，找到与当前生成状态最相关的用户意图进行下一字的生成。在生成过程中，强制加入断句、押韵、平仄等限制古诗要遵守的限制，这样就保证了生成的“字串”既能最大程度地符合语法和语义规则（RNN的生成符合语法和语义规则），又保证了生成符合古诗规范，并紧紧围绕用户的意图展开。



**图1：基于RNN的古诗生成模型**

**3. 2 多种结构古诗的灵活生成**

图1所示的模型结构可以生成任意一种格式的古诗，只要改变生成过程中的结构限制即可。如当限制为每句5个字后必须有一个断句符时，即是五言诗，当限制为每句7个字后必须有一个断句符时，即是七言诗。只要不停止，可以生成任意多句古诗，而且所有诗句都围绕用户意图生成，不会发生主题发散。

**3.3多种语言风格的古诗生成**

基于本发明所示出模型的通用性，可以对该模型用任何语料进行学习，从而得到不同语言风格的古诗模型。如图2所示，训练模型所用的语料可以采用现代文，而规定的规则是古诗结构，可以生成具有现代风格的古诗。
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**图2. 多种风格古诗生成**

**3.5随机诗歌生成：**

传统方法随机生成诗歌的时候一般通过取次优候选句的方式，生成的诗歌质量下降。基于本发明提出的模型，我们通过对用户输入信息进行随机化产生不同的诗歌。这一方法既保证了随机性，同时不影响生成诗歌的性能。一种简单的方法是对用户输入进行扩充。如图3所示，我们在用户输入后加入若干和用户输入相关或相似的词，使得生成的诗词在紧扣用户所给的主题的同时，生成不同的诗歌。
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**图3. 随机古诗生成**

**四、方案优势**

* 本发明利用RNN模型，可以在不改变模型结构情况下，通过改变限制条件，生成各种体诗，且生成诗歌与主题紧密相关。
* 本发明可学习不同语料，从而生成不同语言风格的古诗。
* 本发明可在不降低性能的前提下，随机生成与主题紧密相关的诗歌。