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The popular n-gram language model (LM) is weak for unfrequent words,

particularly words that are out of vocabulary (OOV) or out of language

(OOL). Conventional approaches such as class-based LMs pre-define some

sharing structures (e.g., word classes) to improve the probability estimation

for unfrequent words. However, defining such structures requires prior

knowledge, and the context sharing based on these structures is generally

inaccurate.

This paper presents a novel similar word model to enhance unfrequent words.

In principle, this approach enriches the context of an unfrequent word by

borrowing context information from some ‘similar words’. Compared to

conventional class-based methods, this new approach offers a fine-grained

context sharing that enhances each word by borrowing context information

from words that match the target word best. Additionally, the new approach

is highly flexible since no sharing structures need to be defined prior to LM

training. We tested the proposed method with a large-scale Chinese speech

recognition system. The experimental results demonstrated that the similar

word approach can improve performance on unfrequent words significantly,

while keeping the performance on general tasks almost unchanged.

1 Introduction
The language model (LM) plays a crucial role in automatic speech recognition

(ASR), by regularizing the decoder to select the most rational word sequences [1,2].

The most popular language modeling approach is based on n-grams, which relies

on statistics of word co-occurrences to estimate the probability of a word within

a particular short history [3]. Due to its simplicity and efficiency, n-gram LMs

have been widely used in modern large-scale ASR systems [4, 5]. There are many

free-available tools that can be used to build and manipulate n-gram LMs, e.g.,

SRILM [6], MITLM [7], IRSTLM [8] and HTKLM [9].

A long-standing problem of the n-gram LM is that unfrequent words cannot

be well modeled, especially words that are out-of-vocabulary (OOV) and out-of-

language (OOL). For these words, the training text involves little or even no occur-

rences of the word tokens and their contexts, which makes estimating the n-gram
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probabilities difficult. A simple way to deal with this problem is to collect more data

and retrain the model; this approach, however, is costly in both time and budget.

Another well-known approach involves various smoothing techniques [10, 11]. In

the back-off and interpolation methods [12, 13], probabilities of unfrequent words

are estimated with more general contexts (shorter history), and in the discount-

ing method [10,13], a small probability mass is re-distributed to unfrequent words.

Further analysis showed that the smoothing techniques can be derived from a more

general Bayesian treatment [14,15]. Although allowing unfrequent words recognized

with certain possibilities, these methods do not consider any semantic and syntactic

properties of the target words and therefore the probability estimation is not accu-

rate. Moreover, once the LM has been trained, adding new words is quite difficult,

if not impossible.

Another popular approach to dealing with unfrequent words is to define some

sharing structures when training LMs. The class-based LM [16–20] belongs to this

category, where the main LM models frequent words while unfrequent words are

addressed by adding into suitable classes. By this approach, all the words in a par-

ticular class share the same token and context in the main LM, and the probability

of an unfrequent word is factorized into the probability of the class token in the

main LM and the conditional probability of the word in the class. A clear advan-

tage of this approach is that new words can be easily added into classes, and the

probabilities of words in a class can be easily adjusted. The disadvantage is that the

classes need to be pre-defined, and once the model has been trained, adding new

classes is almost impossible. Additionally, for those words that cannot be classified

into any class, this approach does not work. The class-based LM can be extended

to various subgraph approaches [21–23], where the sharing structure is a nested

grammar. A special case of the subgraph LM is the hybrid model proposed in [24],

where the subgraph is a free phone loop and is used to recognize OOV words.

The last approach to dealing with unfrequent words is to build LMs based on

subword units. For instance, characters for English [25], syllables for Chinese [26]

and morphologies for Arabic [27], Turkish [28] and Uyghur [29]. This approach is

powerful in dealing with OOV words even without specifying their spelling forms,

and so is especially useful for agglutinative languages where words can be composed

freely by concatenating rich suffixes. Unfortunately, it is difficult to enhance words

that need particular emphasis.

Recently, neural LM has gained much attention [30,31]. In contrast to conventional

n-gram models that treat each word as an individual discrete symbol, neural LMs

represent words as low-dimensional real-valued vectors, and a neural network is used

to predict the probability of a word given its history, within the low-dimensional

vector space. A fundamental change associated with the vector representation is

that similarity among words becomes measurable, which ‘allows each training sen-

tence to inform the model about an exponential number of semantically neighboring

sentences’ [30], leading to a highly compact model which is naturally smooth for

unfrequent words. However, training a large scale neural LM is still challenging,

and it is not simple to enhance particular words, due to the highly compact neural

network structure.
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1.1 Motivation

In this paper, we present a flexible and efficient method to enhance unfrequent

words, including low-frequency words and OOV/OOL words. The basic idea is that

for any word, there must be some words that are similar to it, in terms of either

semantic or syntactic similarity. These similar words can provide rich context in-

formation for the target word so that can be used to estimate the missing context.

In fact, if the human language is considered as a concept system governed by some

grammars, as argued by the formal symbolic theory proposed by Chomsky [32],

any word can find its similar words: in terms of either representing similar concepts

or functioning similar roles. This is particularly true for unfrequent words which

are mostly name entities and represent variants of concepts that have been well

described by other commonly seen words.

We study in this paper how similar words can be used to enhance unfrequent

words. Specifically, for a given unfrequent word, some similar words are identified

and the contexts of the similar words are borrowed to enrich the contexts of the

target word. For instance, the word Begali is rarely observed in training data,

but we know that it is a company manufacturing electromechanical devices, and

therefore its context might be similar to some famous companies such as GE or

Siemens. This forms a set of similar words {GE,Siemens}, by which the n-gram

context of Begali can be enriched by duplicating the contexts of GE and Siemens.

1.2 Contribution

In previous studies, we have empirically demonstrated that using similar words

can improve speech recognition on low-frequency and OOV words [33], and this

method can be even extended to deal with words that are in another language

(OOL words) [34]. Although promising, these studies are far from ideal. First of all,

no theoretical foundation was established for the similar word approach; secondly,

the similar words are manually defined, which is not optimal in any sense and is

not well-scalable.

The contribution of the present paper is three-fold: (1) we establish a solid theory

for the similar word approach, which enables a deep understanding for this method

and finds more space to improve; (2) we propose a novel approach to select similar

words based on word embedding, a method that has recently attained much success

in natural language processing; (3) we conduct a set of experiments based on a

large-scale ASR system to validate the proposal.

The rest of this paper is organized as follows. Section 2 discusses some related

work, and Section 3 presents the theory of the similar word model. The similar word

selection approach based on word embedding is presented in Section 4, which is fol-

lowed by the implementation details in Section 5. Section 6 presents the experiments

and Section 7 concludes the paper.

2 Related work
This work is related to several research directions including smoothing techniques,

OOV treatment, LM adaptation, and word embedding. Among these directions,

perhaps the most relevant work is various dynamic LMs, whose purpose is to add

new words and/or re-weight probabilities of some specific words so that the LM can
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be quickly adapted to a particular domain. A major challenge is that the existing

LM is a large-scale general model that should keep stable, and any adaptation

should be light-weighted in processing cost and does not impact performance of the

model on general tasks.

A popular dynamic LM approach is the class-based LM [16]. This approach clus-

ters similar words into classes where the probabilities of the members can be freely

adjusted and new words can be added dynamically. It has been reported that class-

based LMs may deliver better performance than word-based LMs on low-frequency

words [19]. In speech recognition, class-based LMs are often implemented in the

form of finite state transducers (FST) [35, 36], where the word LM (including to-

kens representing classes) is compiled to a host FST and the classes are compiled

into nested FSTs. The host and nested FSTs are then composed into a complete

decoding graph. This composition is highly efficient and can be performed online.

Similar approaches were proposed in [21–23], where various dynamic composition

methods were proposed, and simple word classes were extended to any complicated

grammars. In a previous study [37], we investigated this FST-based word class com-

position and found that it did improve performance for unfrequent words, even if

the n-gram contexts around the nested FSTs are simply ignored.

The similar word approach presented in this paper is similar to the class-based LM

in the sense that both enhance unfrequent words by context sharing. The difference,

however, is also obvious: in the similar word method, this sharing is word-specific,

which means that every unfrequent word has its unique class of words to share

(the set of similar words). Additionally, the similar word approach does not need

to pre-define any class – it is based on a regular word-based LM without any class

token involved, and all the sharing is performed on-the-fly based on a similar pair

model (see Section 4). This leads to a very flexible framework: it does not require

any specific LM re-training and can deal with any word even though its class is

hard to identify.

This work is also closely related to the neural LM approach [30, 31]. These ap-

proaches rely on word similarity to enhance context sharing. The difference is that

the sharing scheme of neural LMs is a very compact model due to its layer-wised

neural structure, which leads to strong co-adaptation among words and reduced

flexibility when adjusting probabilities for particular words. The similar word ap-

proach does not suffer from this problem, as it is based on n-gram models which

involve little co-adaptation.

Note that this work is an extension of our previous studies [33,34]. In those studies,

we experimentally demonstrated that the similar word approach can be successfully

applied to enhance unfrequent words, even those words in another language. This

paper extends those studies by establishing the theory background for this approach

and proposing a similar word selection method based on word embedding.

3 Similar word model
This section establishes the theory background for the similar word method. Briefly,

we derive a Bayesian formulation that treats vocabulary words as latent variables

and factorizes the probabilities of unfrequent words into two components that are

modeled by the original LM and a word pair model respectively. The similar word

approach is then interpreted as marginalizing over the latent vocabulary words.
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3.1 Context sharing in class-based LM

Let w̃ represent an unfrequent word for which many realistic contexts are missing

in the training data. Our goal is to estimate the probability P (w̃|Ck) of the word

at any possible context Ck, where k indexes the context. With an n-gram LM, Ck
is a word history, i.e., a sequence of words whose length is less than n. Estimating

P (w̃|Ck) can be rewritten as:

P (w̃|Ck) =
∑
v

P (w̃, v|Ck) (1)

=
∑
v

P (v|Ck)P (w̃|v, Ck) (2)

=
∑
v

P (v|Ck)P (w̃|v), (3)

where v is an ‘information variable’ that has been well modeled by the LM via

P (v|Ck), and is closely related to the target word w̃ where the relation is modeled

by the conditional probability P (w̃|v). Note that we have assumed that w̃ is inde-

pendent of Ck conditioned on v, which simplifies the model and is reasonable if the

target word is known little by the LM.

It should be highlighted that (3) is a general form and the information variable

v can be defined in any arbitrary way. Specifically, if it represents a word class,

the above formulation defines the class-based LM. In this case, the class token

v generally occurs often and hence the class probability P (v|Ck) can be readily

estimated. Additionally, the class-member probability P (w̃|v) can be either defined

manually or estimated by a simple statistical model (e.g., unigram). Since both

the two components can be well estimated, the formulation (3) results in a robust

estimation for P (w̃|Ck), i.e., the probability for the unfrequent word w̃, even if

though is never seen in the training data.

The principle behind the model (3) is that the unfrequent word w̃ shares context

of v through P (v|Ck). For the class-based LM, all the words in the same class share

the same context P (v|Ck), which is often too aggressive. For example, Siemens

and Goldman Sachs are both company names, but they are in different domains,

and therefore should appear in different word contexts. The consequence of sharing

the diverse companies with the same class is that the context of the class company

name is over rich, leading to a high perplexity for the words in the class. A nat-

ural idea is to define fine-grained classes, e.g., ‘electronic companies’ and ‘financial

companies’, but this will cause much human effort, and the manual definition is not

necessarily accurate and optimal.

3.2 Similar word model

Referring to the formulation (3), if the information variable v is defined as the

regular words in the LM vocabulary D, the model becomes even simpler:

P (w̃|Ck) =
∑
w∈D

P (w̃, w|Ck) (4)

=
∑
w∈D

P (w|Ck)P (w̃|w), (5)
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where P (w|Ck) is just the LM, and P (w̃|w) is a word pair model which models the

similarity between the target unfrequent word w̃ and any vocabulary word w. Note

that (5) is a Bayesian formulation that treats w as a latent variable and P (w|Ck)

as a prior distribution over w. The probability estimation for the unfrequent word

w̃ is cast to marginalizing the product of the prior and the word-pair probability

over the latent vocabulary word w. We refer to the formulation (5) as the similar

word model in this paper.

Compared to the class-based LM, this new formulation holds several advantages.

Firstly, no classes need to be manually pre-defined, which saves much human effort.

Secondly, P (w|Ck) has been modeled by the original LM, so re-training for a ‘host

LM’ is not required. Thirdly, the word pair model P (w̃|w) defines a word-specific

context sharing that is more accurate than class-based sharing. For example in the

case of Siemens and Goldman Sachs, Siemens is more similar to Samsung

while Goldman Sachs is more similar to Morgan Stanley . By defining similar

words, Siemens shares contexts with Samsung and Goldman Sachs shares

contexts with Morgan Stanley , which is certainly more accurate than putting

them in a single ‘company name’ class.

We highlight that even with very fine-grained classes, the class-based LM can

hardly beat the similar word model. This is not because defining detailed classes is

costly and prone to errors, but lies in the fact that any explicitly defined class leads

to inaccurate context sharing. The similar word model does not define any class;

instead, it models the context by all the vocabulary words, where the contribution

of each word is specified by the word pair probably P (w̃|w). This can be regarded

as an extreme case of the class-based LM where a unique class is constructed for

each particular target word. Although the class members of different target words

are almost the same, the probability distribution over the members is derived from

P (w̃|w), so the context sharing is unique for each word. This particular definition of

classes avoids the awkward context over-sharing with the conventional class-based

LM.

For a realistic LM, only some of the vocabulary words gain significant probability

P (w|Ck) for a particular context Ck. This subset of words is denoted by D(Ck).

Additionally, for a particular target word w̃, only a small set of words results in

significant word pair probabilities P (w̃|w). These words form a similar word set of

w̃, denoted by S(w̃). For example, S(Siemens)= {GE, Samsung, Nokia} and

S(Goldman Sachs) = { Morgan Stanley, Merrill Lynch}. In practice, S(w̃)

can be selected by either placing a threshold on P (w̃|w) or choosing the n-best words

according to P (w̃|w). By this definition, the similar word model (3) is simplified by

considering only the similar words that appear in the context Ck, given by:

P (w̃|Ck) =
∑

w∈D(Ck)∩S(w̃)

P (w|Ck)P (w̃|w). (6)

4 Word pair model by word embedding
The central task of the similar word approach presented in the previous section is

to estimate the word pair model P (w̃|w), where w̃ is the target unfrequent word
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and w is any vocabulary word in the original LM. Once this has been obtained, the

probability of the target word P (w̃|Ck) can be easily computed following (6). In

principle, the word pair model P (w̃|w) can be estimated by any approach using any

data resource, which offers great flexibility and is a major advantage of the similar

word model. We start from describing the manually defined word pair model that

was used in our previous studies, and then present a novel model based on word

embedding.

4.1 Manually defined word pair model

In our previous studies [33, 34], the similar word set S(w̃) was manually defined

for each word w̃ according to some prior knowledge (e.g., Siemens is similar to

Samsung), and the members in the similar word set are treated equally. This

corresponds to define a binary P (w̃|w), given by:

P (w̃|w) =

1 if w ∈ S(w̃)

0 if w /∈ S(w̃)
.

This approach, although very simple, is highly effective in our study, attributed to

the rich knowledge associated with the word pairs defined by people. The disad-

vantage is also evident: the probability value is binary so the relative importance

of the similar words cannot be represented; moreover, the similar words need to be

defined by hand, which is not feasible for large scale tasks. These shortcomings can

be addressed by the word embedding technique in an elegant way, as presented in

the next section.

4.2 Word embedding

The word pair model P (wi|w) describes the relevance of the target word w̃ and

the vocabulary word w, and hence learning P (w̃|w) can be cast to learning the

relevance of the two words. A very powerful approach that can be used to learn

word relevance is based on various word embedding algorithms.

Word embedding represents words as low-dimensional continuous word vectors

so that relevant words are located close to each other in the vector space. The

‘relevance’ could be measured in various senses, including semantic meanings, syn-

tactic roles, sentimental polarities, or any others depending on the model objec-

tives [38–40]. Compared to the conventional categorical or one-hot representa-

tions, word vectors posses significant advantage in semantic representation, model

training and inference, as well as generalizability across domains and languages.

Word embedding has attained remarkable success in a multitude of text processing

tasks [41,42].

A popular word embedding approach is based on the skip-gram model proposed

by Mikolov, which can be used to learn word vectors from raw text without resorting

to any external knowledge [43]. Briefly, the model tries to optimize vectors of the

words in such a way that a word is close to its context words measured by the

inner product of their vectors. This model can be seen as a neural network where

the input is the one-hot representation of the focused word w, denoted by ew.
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This one-hot input is projected to its word vector cw, by looking up an embedding

matrix U . This word vector, cw, is then used to predict the vectors of its left and

right C neighboring words. Given a word sequence w1, w2...wN , the training process

maximizes the following objective function with respect to the embedding matrix

U which is in fact composed of vectors of all the words in the vocabulary:

L(U) =
1

N

N∑
i=1

∑
−C≤j≤C,j 6=0

logP (wi+j |wi), (7)

where

P (wi+j |wi) =
exp(cTwi+j

cwi
)∑

w exp(cTwcwi
)
. (8)

Note that the denominator of (8) involves summation over all possible words so

the computation is costly. Efficient algorithms such as hierarchical softmax and neg-

ative sampling have been proposed [38]. With these efficient algorithms, embedding

150,000 words with a training text involving 1000 million tokens can be completed

in two hours.

4.3 Word pair model based on word embedding

Looking at the objective function (7) of the skip-gram model, it can be seen that the

optimization goal of the word embedding is just learning the word pair probabilities

required by the similar word model. This means that the two models (skip-gram

and similar word models) are fully consistent, and the word vectors inferred by the

skip-gram model can be readily used to compute the word pair probability P (w̃|w),

following the formulation in (8).

In practice, we firstly train the skip-gram model and infer the vectors of all the

words in the training data, except those words that occur very rare (less than 5

times in our experiments). The data used for training the LM can be used to train

the skip-gram model, though any data is fine. Particularly, if there are many new

words to enhance, it would be good to collect some additional data that involve

these new words so that their vectors can be reliably inferred.

For an unfrequent word w̃, if it has been embedded in the previous step, there

would be no difficulty to enhance its probability by (6) and (8). If w̃ is a new word

and has not been embedded, its word vector has to be firstly derived. A simple

way is to average the vectors of the words in the left and right contexts of the

target word. This method is efficient in computation and is consistent to the skip-

gram objective function: the training objective is to let the target word predict the

context words, so the best estimation of the vector of a word is the mean vector of

its context words.

As mentioned already, in order to save computation, only a limited set of similar

words is considered in the similar word model. In our study, the n-best approach is

adopted to select the similar words, formulated by:

S(w̃) = {w1, w2, ...wn; wTj w̃ ≥ wTk w̃, for ∀j < k}. (9)
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It should be noted that there are diverse embedding methods, e.g., [30,31,38–40].

Any of them can be used to compute the word pair probabilities as long as the

word relevance can be easily derived from the resultant word vectors. In fact, in our

study the negative sampling approach was used for the sake of fast training [43].

Since a slightly different objective function is used, the word pair probabilities are

not perfectly computed by (8); however, we found in experiments that the simple

exponential form in (8) provides a good approximation.

Moreover, the word embedding methods described above are mostly based on raw

text. In fact, the embedding approach can be extended to exploit various information

resources, particularly knowledge graphs such as WordNet or Freebase, e.g., [44–

46]. Compared to raw text, knowledge graphs provide cleaner information, and

hence may produce word vectors with higher quality. This is particularly useful

for words that cannot find sufficient occurrences in the raw text. A shortage of

knowledge-graph embedding, however, is that the word coverage is often limited.

Recent research shows that knowledge graphs and text data can be combined to

deliver better embedding [47–50].

Although word embedding is a good choice for the word pair model, we highlight

that any model or knowledge form is valid, as long as it can estimate P (w̃|w) in a

reasonable way. This reveals a big advantage of the similar word approach: it can

utilize rich information from heterogeneous resources and use very flexible rules and

models. In contrast, the class-based LM is largely limited by the information they

can utilize, e.g., word unigrams.

A particular advantage of the similar word approach associated with the capability

of utilizing heterogeneous information is that it can deal with foreign words in a

straightforward manner. In principle, any foreign word can find a set of similar words

in the host language through a dictionary or machine translation [51]. Therefore

the similar pair approach described in this section can be simply applied. We will

demonstrate in Section 6 that the similar word approach can deal with foreign words

fairly well.

5 FST-based Implementation
In practice, several alternative ways can be taken to implement the similar word

model. For example, it can be used to enrich the conventional n-gram LM by up-

dating the probabilities of the target words and adding new n-grams if necessary.

Another way is to change the decoder so that new probabilities of the target words

can be picked up when propagating partial paths. In this study, we choose an FST-

based implementation, which is clear in concept, easy to implement, and simple to

be incorporated in modern ASR systems, as most of them are based on the FST

framework.

5.1 Finite state transducer

Formally, a finite state transducer (FST) is defined as a 6-tuple (Q, δ,Σ,Γ, l, F ),

where Q represents states, and δ represents transitions between states. Σ and Γ

are the set of input and output symbols associated to the transitions, respectively.

The set of initial states is denoted by l, and the set of final states is denoted by

F . An FST can be represented as a graph, where the nodes represent states and
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arcs represent transitions [52]. In speech and language processing, weights are often

assigned to transitions and final states so the cost of traversing in the graph can

be computed, which leads to a weighted FST [53–55]. All the FSTs we mention in

this paper are weighted. A simple FST graph used to convert phones to words is

illustrated in Fig 1.

0 1

ey:I/1.0

3

h:ε/2.0 4
g:ε/1.0

iy:HE/1.0 2
ow:GO/1.0

Figure 1: An FST example for converting phone sequences to word sequences.

FST is a powerful representation for probabilistic sequential models. In fact, each

path of an FST describes a ‘generation’ process which accepts an input sequence and

produces an output sequence, for which the probability is read from weights of the

transitions on the path. It is therefore feasible to associate the probability predicted

by a probabilistic model to the weights of the transitions of an FST, so that the

FST becomes an equivalent representation of the probabilistic model. For example,

an n-gram language model can be converted to an FST where a state represents a

particular word history and each transition represents a possible subsequent word

that is specified by the output symbol[1]. The weights associated to the transitions

are then read from the n-gram LM, with some transformation applied if necessary,

e.g., negative logarithm for FSTs defined in the log semiring [53,56].

5.2 FST-based speech recognition

Modern speech recognition relies on various statistical models, including hidden

Markov models (HMMs), lexica, decision trees, and n-gram LMs. All these models

can be converted to FSTs, and each FST represents the correlation between a low-

level input sequence (e.g., phones) and a high-level output sequence (e.g., words).

More importantly, the FSTs that represent different levels of statistical models can

be composed to form a single compositional FST that converts the primary input

(e.g., HMM states) to top-level output (e.g., sentences). The compositional FST

can be further optimized by standard FST operations, including determinization,

minimization, and weight pushing. This produces a very compact and efficient graph

that enables very simple and fast decoding. This FST-based architecture has been

widely adopted by most modern ASR systems.

A typical graph building process was described in [55] and it can be roughly

represented as follows:

πε(min(det(H ◦ (det(C ◦ det(L ◦G))))), (10)

[1]In fact, an LM FST is essentially a finite state acceptor (FSA) where the input

and output symbols are identical.
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0

1a:a/1.0

2

c:c/5.0 3

b:b/1.0

(a)

0

1a:a/1.0

2

c:c/2.0 3

b:b/1.0

(b)

0

1a:a/1.0

N

3

b:b/1.0

(c)

0

1a:a/1.0

Nc:c/2.0

3

b:b/1.0

(d)

Figure 2: Naive word enhancement, where the four pictures show the LM FST

(a) before enhancement (target word exists); (b) after enhancement (target word

doesn’t exist); (c) before enhancement (target word not exists); (b) after enhance-

ment (target word does not exist).

where H, C, L, and G represent the HMM, the decision tree, the lexicon and the

LM (or grammar in grammar-based recognition) respectively, and ◦, ‘det’, and ‘min’

denote the three FST operations: composition, determinization, and minimization.

Note that in order to deal with ambiguity (e.g., that caused by homophones), some

special symbols are introduced in the building process. The operation πε removes

these symbols once the graph has been built.

5.3 Similar word model with LM FST

The FST framework provides a simple way to implement the similar word approach.

Looking back to the similar word model (6), for each target word w̃, the enhance

process involves updating the weights according to the probability P (w̃|Ck) for every

context Ck. With the FST representation, a particular context Ck corresponds to

a state in the LM FST, and therefore the enhancement process can be simply

obtained by traversing the FST graph, and for each state, updating the weight of

the transition whose input/output symbol is the target word. For a back-off n-gram

LM, this transition always exists if the target word is in the LM lexicon; otherwise,

the target word needs to be added into the lexicon at first, and a new transition

from the state Ck to the back-off state for the null context is created. These two

scenarios are illustrated in Fig. 2, where c is the target word and a is one of its

similar words. The shaded node labelled by ‘N’ denotes the back-off node for words

without any left context. Dash lines denote multi-hop transitions.

A potential problem of the above implementation is that only the left context is

considered. This is because the context Ck in (6) is assumed to be a word history in

the n-gram LM. This is clearly not optimal as the right context is equally important

but not involved in Ck. To remedy this shortage, one may assume that for every

similar word w, the target word w̃ and w share the same right context. This can

be achieved by creating a new state C ′k(w) that resembles the out-going state of
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Figure 3: (a) LM FST before enhancement for c. (b) LM FST after enhancement

with new states and transitions created for right-context sharing. (c) LM FST after

enhancement by transition duplication.

the transition associated with the similar word w, and creating a new transition

from Ck to C ′k(w) with a weight obtained from the probability P (w|Ck)P (w̃|w).

Finally, we connect C ′k(w) to all the sates that are involved in the right context of

the similar word w. This is illustrated in Fig. 3, where (a) is the original LM FST,

and (b) is the FST after enhancing word c. Note that this ‘naive sharing’ of the

right context is not fully theoretically correct due to the nature of left-sharing of

n-gram LMs. A possibly better way is to share states that are determined by some

backward LMs [57], though it may complicate the FST manipulation. Nevertheless,

this simple right-context sharing approach works pretty well in our study.

Interestingly, the right-context sharing approach leads to a highly efficient imple-

mentation. Referring to Fig. 3 (b), it can be found that the new created state can

be simply merged to the existing state of the transition associated with the similar

word a. The resultant FST is shown in Fig. 3 (c). This leads to a simple similar

word enhancement algorithm which searches for all the transitions that are associ-

ated with a similar word, and then duplicates each transition with the input symbol

changed to the target word and the weight updated according to P (w|Ck)P (w̃|w).

Note that adding multiple transitions with the same entry state and the same input

symbol may result in an undeterminizable FST. We solve this problem by adding

a disambiguity symbol for each duplication.
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Considering that the FST is based on the log semiring, the weight for the dupli-

cated transition for target word w̃ is given by:

ω(Ck, w̃;w) = ω(Ck, w)− lnP (w̃|w)− θ, (11)

where ω(Ck, w̃;w) represents the weight of the transition duplicated from similar

word w, with Ck as its entry state and w̃ as its input symbol. The enhancement

scale θ is used to control the strength of the enhancement: a large value leads to

stronger enhancement.

The word pair probability P (w̃|w) can be derived in various ways, though we focus

on the word embedding approach given by (8) in Section 4. To simplify the com-

putation, we approximate (8) by first selecting the similar word set S(w̃) following

(9), and then computing P (w̃|w) as follows:

P (w̃|w) =
exp(cTw̃cw)∑

w′∈S(w̃) exp(cTw̃cw′)
. (12)

Note that for any word that is not in the similar word set, the word pair prob-

ability is zero and therefore the transitions labelled by this word do not need to

be duplicated. It can be easily found that for any state Ck, after the transition

duplication for all the similar words, the summation of the probabilities associated

to all the duplicated transitions leads to exactly the same form given by (6).

It should be noted that the weight updating formulated by (6) is not well-defined

since the values P (·|Ck) are not re-normalized after the update. This problem seems

more evident with the empirical form (11) due to the introduction of the additional

term θ. Re-normalization is not difficult; however, we note that the LM FST de-

rived from a back-off n-gram LM is naturally unnormalized due to the back-off

transitions. It is therefore not clear if the re-normalization is theoretically sound.

In this study, we simply leave the weights unnormalized, which is easy and delivers

reasonable performance anyway. The entire enhancement process is summarized in

Algorithm 1, where the enhancement loops over all the transitions, with each tran-

sition represented by a tuple (s, t, i : o/ω), where s and t are respectively the entry

and exiting states of the transition, and i, o, and ω represent the input symbol,

output symbol and weight, respectively.

6 Experiment
We test the proposed similar word approach with a large-scale Chinese ASR system.

In this section, the databases and configurations are first presented, and then the

experimental results are reported.

6.1 Database

The experimental baseline is a practical Chinese ASR system built for transcribing

conversations of a large call center. The domain is telecom service and the language

is Chinese. The acoustic model (AM) was trained on 1, 400 hours of speech signals

dumped from the call center, with the sampling rate set to be 8, 000 Hz and the
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Algorithm 1 Similar Word Enhancement Algorithm

Require:
Input:
{ξj = (sj , tj , wj : wj/ωj) : j = 1, 2, ..., J}: transitions of LM FST derived from the original
n-gram LM
{wk : k = 1, 2, ...,K}: words to enhance
θ: enhancement scale

Ensure:
1: for k = 1 to K do
2: Identify S(wk) according to (9)
3: Compute {P (wk|w); ∀w ∈ S(wk)} according to (12)
4: for j = 1 to J do
5: if wj ∈ S(wk) then

6: Duplicate transition for wk from ξj : (sj , tj , wk : wk/ωj)

7: Update the weight of the transition to ω(sj , wk) according to (11)
8: end if
9: end for

10: end for

sample size set to be 16 bits. A general LM was trained on a large web database more

than 2 terebytes, which was then interpolated with a domain-specific model trained

with all the transcription of the training speech data and some posts dumped from

web-based customer service. The lexicon of the LM involves 150, 000 words that

were selected according to the unigram probability and the importance returned by

a web search engine.

We compare the proposed similar word method with two implementations of the

conventional class-based LM: one is based on automatically-derived classes (ADC)

and the other is based on manually-defined classes (ADC). Since only part of the

unfrequent words can be categorized to the manually defined classes, we use a

smaller data set to test the MDC word-class LM. In summary, four test sets are

used to in the evaluation, all of which are real-life recordings from the call center:

• CHINESE: Used to test monolingual word enhancement. It consists of 4, 177

utterances, each of which involves one or several unfrequent Chinese words.

There are totally 1, 161 unfrequent Chinese words selected by hand.

• CHINESE-PART: A subset of CHINESE that consists of 418 utterances and

covers 113 unfrequent words that can be categorized into two manually defined

classes: ‘device names’ and ’actions’. This test set is mainly used to evaluate

the MDC class-based LM approach.

• FOREIGN: Used to test multilingual word enhancement. It consists of 316

utterances and covers 32 unfrequent English words selected by hand.

• GENERAL: Used to test the general performance of the system. It involves

2, 608 utterances, each of which contains words in various frequencies, includ-

ing 23 OOV words.

6.2 Word embedding

The word2vec toolkit provided by Google was used to train the word embedding

model and infer the word vectors[2]. The training data was the same as that used to

train the domain-specific LM. Note that all words in the text were embedded, except

those occurring less than 5 times. Therefore the words not in the LM vocabulary

may be covered by the embedding model. The training was based on the negative

[2]https://code.google.com/p/word2vec/
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sampling algorithm [38], for which the context window was chosen to be 8, and the

number of negative samples was set to 25. The dimension of the word vectors was

set to 200.

6.3 Acoustic model training

The ASR system was based on the state-of-the-art HMM-DNN acoustic model,

which represents dynamic properties of speech signals using the hidden Markov

model (HMM), and represents static properties by the deep neural network (DNN)

model. The feature was based on 40-dimensional FBanks. An 11-frame splice win-

dow was used to concatenate neighboring frames to capture long temporal depen-

dence. The linear discriminative analysis (LDA) was applied to reduce the dimen-

sionality of the concatenated feature vectors to 200.

The Kaldi toolkit [58] was used to train the HMM and DNN models. The training

process largely followed the WSJ s5 GPU recipe published with Kaldi. Specifically,

a pre-DNN system was firstly constructed based on the Gaussian mixture model

(GMM), and this system was used to produce phone alignment for the DNN train-

ing.

The DNN model involved 4 hidden layers, each consisting of 1, 200 hidden units.

The output layer consisted of 8, 000 output units, corresponding to the tided prob-

ability density functions (pdf) derived from context-dependent decision trees.

6.4 Language model training

As mentioned already, the LM for the baseline system was constructed by interpo-

lating a general large model and a domain-specific model. These two models are all

based on word 3-grams and were trained with the SRILM toolkit[3], where the mod-

ified Kneser-Ney discounting was employed for smoothing. The model was pruned

by a threshold 1e-7 on the n-gram probability. The Kaldi toolkit was used to convert

the 3-gram LM to an LM FST, and the openFST toolkit[4] was used to optimize

the LM FST and compose it with other low-level FSTs.

Two class-based LMs were constructed. The MDC class-based LM relies on man-

ually defined classes. We defined two classes: device names and actions, which cover

46 and 67 unfrequent words respectively. For the two classes, 182 and 198 class-

representative words were selected respectively. With the original LM in the form

of FST, the class-based LM is derived by duplicating the transitions of these repre-

sentative words and labeling the new transitions by the tags of the corresponding

classes. This is roughly equivalent to duplicating and relabeling the training text

(changing the unfrequent words to appropriate class tags) and then rebuild the LM.

The ADC class-based LM employs a k-mean algorithm to cluster all the words

(both INV and OOV) into 100 classes, based on cosine distance of word vectors.

Among the 100 classes, 45 classes involve unfrequent words. For each of them,

moderate-frequency words were selected as class-representative words and were used

to derive the class-based LM. In our experiments, we found words whose unigram

PPL between 300 and 400 (corresponding to the unigram probability from 0.0025

to 0.0033) are good class representatives.

[3]http://www.speech.sri.com/projects/srilm/
[4]http://www.openfst.org



Ma et al. Page 16 of 39

6.5 Monolingual test

In this section, we study enhancement for Chinese unfrequent words. Since Chi-

nese is a character-based language, the ASR performance is evaluated in terms of

character error rate (CER). An obvious problem of CER is that unfrequent words

take only a small proportion in the test data, and so CER is not sensitive to the

performance of unfrequent words. To have a better evaluation for effectiveness of

the enhancement methods, we define the name entity error rate (NEER): the pro-

portion of the unfrequent words that are correctly recognized. In contrast to CER

that measures the accuracy on all words, NEER evaluates the accuracy on focused

words, i.e., the unfrequent words need to enhance.

6.5.1 Experiments on CHINESE

The first experiment is conducted on the CHINESE test set. The baseline perfor-

mance without any enhancement on this set is CER=32.65% and NEER=70.03%.

With the similar word enhancement applied, the CER and NEER results are pre-

sented in Table 1 and Table 2. For a more clear representation, the same information

is presented in Fig. 4 and Fig. 5, where we experimented with various settings of the

number of similar words, denoted by SimNum, as well as the enhancement scale

θ. For a particular SimNum, the required number of similar words are selected ac-

cording to the cosine distance between the vectors of the target and the candidate

words.

From Fig. 4 and Fig. 5, it can be seen that with an increasing θ, the performance

is improved in both CER and NEER. If θ continues increasing, NEER keeps de-

creased but CER starts to increase. This is understandable as a large θ tends to

recognize any words as unfrequent words incorrectly. Additionally, it can be seen

that considering more similar words improves both CER and NEER. This is also

not surprising, as more similar words provide more rich context information for un-

frequent words. As discussed in Section 3, the similar word set can be as large as the

entire lexicon, however in practice, too many similar words may cause bias towards

unfrequent words particularly if θ is large, as demonstrated in Fig. 4. Roughly, a

reasonable configuration is θ = 5 and SimNum = 7. A MAPSSWE test by the

NIST sclite tool[5] shows that with this configuration, the improvement with the

similar word approach is statistically significant on both CER and NEER. Most

strikingly, with a cost of 3% CER degradation, NEER can be reduced to 0. This

demonstrates that the similar word approach is highly effective.

A careful analysis shows that the enhancement contributes differently for different

words. More worse an unfrequent word is recognized with the original LM, more

improvement is obtained by the similar word enhancement. This nice property can

be attribute to the characteristics of Chinese: in Chinese any word can be split into

a character sequence, and therefore some unfrequent words may find their character

sequences in the original training data. These words tend to be recognized well with

the original LM and so the enhancement does not contribute much. In contrast, for

the words that are truly unfrequent, i.e., their character sequences are not well

represented by the original LM, the enhancement can provide valuable context

information and so contributes more significantly.

[5]http://www1.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm
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CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 26.69
-3 26.69 26.68 26.67 25.83 25.83 25.83 25.8
-2 26.67 26.67 26.67 25.57 25.56 25.56 25.51
-1 26.67 26.65 26.52 25.42 25.42 25.41 25.37
0 26.46 26.46 26.44 25.24 25.23 25.23 25.19
1 26.4 26.42 26.39 25.1 25.09 25.08 25.03
2 26.33 26.35 26.28 24.93 24.95 24.96 24.93
3 26.21 26.24 26.15 24.7 24.73 24.75 24.72
4 26.11 26.19 26.03 24.51 24.53 24.53 24.51
5 26 26.18 26.18 24.34 24.36 24.4 24.4
6 25.43 25.59 25.65 25.76 25.85 25.88 25.88
7 25.42 26.02 26.07 26.09 26.17 26.21 26.35
8 25.52 26.42 26.93 26.98 27.12 27.24 27.32
9 26.05 27.07 28.25 29.33 29.63 29.86 29.97

Table 1: CER results on the CHINESE test set with the similar word enhancement.

θ is the enhancement scale, and SimNum is the number of similar words.

NEER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 70.03
-3 69.88 69.88 69.81 62.33 62.33 62.33 61.87
-2 69.78 69.72 69.67 60.35 60.38 60.33 59.89
-1 69.61 69.54 68.49 58.8 58.78 58.73 58.25
0 68.01 67.85 67.48 57.24 57.18 57.13 56.69
1 66.91 66.6 65.97 55.18 55.09 55 54.48
2 65.31 64.94 64.04 51.94 51.85 51.61 51.21
3 63.16 62.7 60.77 47.57 47.46 47.11 46.76
4 59.83 59.61 57.18 42.95 42.68 42.3 42.11
5 55.84 56.6 55.44 38.06 37.84 37.22 37.33
6 49.15 49.15 48.25 37.86 37.57 36.84 36.71
7 45.97 45.41 45.36 24.9 23.74 23.69 23.69
8 41.87 41.61 36.87 9.38 8.92 7.64 6.4
9 36.96 25.67 16.15 0 0 0 0

Table 2: NEER results on the CHINESE test set with the similar word enhancement.

θ is the enhancement scale, and SimNum is the number of similar words.

Next we compare the similar word approach with the ADC class-based LM ap-

proach, where the classes are generated automatically by word vector clustering. As

θ in the similar word approach, an enhancement scale β is introduced in the ADC

class-based LM to control the prior of entering the class tags. The CER and NEER

results with this enhancement are presented in Table 3 and Table 4 respectively.

The same information is presented as figures in Fig. 6 and Fig. 7.

β CER%
−∞ (Baseline) 26.69

-8 26.69
-6 26.69
-4 26.74
-2 26.78
0 26.96
2 27.43
4 28.9

Table 3: CER results on the CHINESE test set with the clustering class-based

method. β is the enhancement scale.
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Figure 4: CER results on unfrequent words for the CHINESE test set with the

similar word enhancement.

−2 0 2 4 6 8
0

10

20

30

40

50

60

70

80

90

100

θ

N
E

E
R

%

 

 

BaseLine
SimNum=1
SimNum=2
SimNum=3
SimNum=4
SimNum=5
SimNum=6
SimNum=7

Figure 5: NEER results on unfrequent words for the CHINESE test set with the

similar word enhancement.

For a clear comparision, we set simNum=7 in the similar word approach, and

plot the CER and NEER curves with the two approaches in the same picture, by

shifting θ in the similar word approach by 3 units to match β in the ADC class-

based LM approach. The results are shown in Fig. 8. It is clear that with the same
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β NEER%
−∞ (Baseline) 70.03

-8 70.03
-6 70
-4 69.83
-2 69.39
0 68.34
2 65.4
4 55.38

Table 4: NEER results on the CHINESE test set with the artificial class-based

method. β is the enhancement scale.
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Figure 6: CER results on unfrequent words for the CHINESE test set with the

clustering class-based method. β is the enhancement scale.

cost in CER, the NEER reduction with the similar word approach is much more

remarkable than with the ADC class-based LM approach. Particularly, with the

similar word approach, CER and NEER can be improved simultaneously if θ is

small, which is impossible with the ADC class-based LM approach. A MAPSSWE

test shows that with all the settings of θ/β shown in Fig. 8, the advantage on NEER

with the similar word approach compared to the ADC class-based LM approach is

statistically significant.

Finally, we examine the impact of the two enhancement approaches to the general

performance of our ASR system. The test is conducted on the GENERAL test set

for which the baseline CER is 32.65%. The CER results with the similar word

approach is presented in Table 5 and Fig. 10; the results with the ADC class-based

LM approaches are presented in Table 6 and Fig. 10.

For a better comparison, the CERs after the two enhancement approaches applied

are presented in the same picture as shown in Fig. 11. For a more informative

comparison, the NEER results on the CHINESE test set are also presented. It can

be seen that with a small enhancement scale, the CER performance is nearly not

impacted; however if the enhancement scale is large, the CER may be increased.
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Figure 7: NEER results on unfrequent words for the CHINESE test set with the

artificial class-based method. β is the enhancement scale.
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Figure 8: CER and NEER results on the CHINESE test set with the similar word

approach and the ADC class-based LM approach.

For example with β = 2 or θ = 5, the CER is increased by 0.6% with both the

two enhancement methods. Nevertheless, the similar word approach is clearly more

effective: it is possible to reduce NEER to 46% without any evident CER increase,

which is not possible with the ADC class-based LM approach. Additionally, if we
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CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 32.65
-3 32.66 32.66 32.66 32.65 32.64 32.64 32.64
-2 32.65 32.66 32.65 32.64 32.64 32.65 32.65
-1 32.67 32.67 32.68 32.65 32.66 32.67 32.67
0 32.68 32.68 32.68 32.66 32.66 32.68 32.68
1 32.69 32.71 32.69 32.66 32.67 32.69 32.69
2 32.72 32.74 32.73 32.73 32.74 32.72 32.7
3 32.76 32.79 32.79 32.78 32.82 32.83 32.83
4 32.85 32.91 32.93 32.94 32.96 32.99 33.01
5 32.98 33.13 33.14 33.16 33.16 33.19 33.27
6 32.86 33.04 33.16 33.32 33.36 33.39 33.42
7 33.01 33.3 33.61 34.01 34.01 34.04 34.09
8 33.5 33.9 34.4 35.12 35.28 35.38 35.52
9 34.27 35.27 36.03 37.62 37.74 37.87 38.04

Table 5: CER results on the GENERAL test set with the similar word enhancement.

θ is the enhancement scale, and SimNum is the number of similar words.

β CER%
−∞ (Baseline) 32.65

-8 32.65
-6 32.64
-4 32.7
-2 32.76
0 33.05
2 33.78
4 35.42

Table 6: CER results on the GENERAL test set with the ADC class-based LM

approach. β is the enhancement scale.
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Figure 9: CER results on unfrequent words for the GENERAL test set with the

similar word enhancement. θ is the enhancement scale, and SimNum is the number

of similar words for each target word.
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Figure 10: CER results on unfrequent words for the GENERAL test set with the

clustering class-based method. β is the enhancement scale.

pay a cost of 0.6% CER increase, the NEER is reduced to 37% from 70% with the

similar word approach; with the ADC class-based LM approach, the reduction is

just from 70% to 68% .
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Figure 11: CER results on the GENERAL test set and NEER results on the CHI-

NESE test set.
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6.5.2 Experiments on CHINESE-PART

In the second experiment we compare the similar word approach with the MDC

class-based LM approach, where the classes are manually defined. The experiment

is conducted on the CHINESE-PART test. The same experimental scheme used in

the previous experiment is followed, except that the test set is smaller and covers

only those unfrequent words that can be categorized into the manually defined

classes.

The base results without any enhancement methods are CER=23.34% and

NEER=45.73%. The results in terms of CER and NEER with the similar word

approach are presented in Table 7 and Table 8 respectively. The same information

are also shown Fig. 12 and Fig. 13 as pictures. We found the same trend as in the

previous experiment.

CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 23.34
-3 23.34 23.34 23.31 23.31 23.31 23.31 23.31
-2 23.32 23.32 23.3 23.3 23.3 23.3 23.3
-1 23.32 23.32 23.28 23.28 23.28 23.31 23.31
0 23.27 23.27 23.24 23.24 23.24 23.26 23.26
1 23.24 23.24 23.13 23.13 23.13 23.16 23.16
2 23.23 23.22 23.12 23.12 23.12 23.13 23.13
3 23.2 23.2 23.16 23.16 23.16 23.16 23.18
4 23.15 23.15 23.07 23.07 23.07 23.07 23.05
5 23.15 23.13 23.08 23.03 23.09 23.12 23.13
6 23.18 23.26 23.2 23.2 23.2 23.18 23.23
7 23.18 23.15 23.28 23.32 23.39 23.38 23.5
8 23.39 23.39 23.75 23.73 23.75 23.73 23.82
9 23.2 23.4 24.16 24.26 24.3 24.52 24.79

Table 7: CER results on the CHINESE-PART test set with the similar word en-

hancement. θ is the enhancement scale, and SimNum is the number of similar

words.

NEER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 45.73
-3 45.49 45.49 45.26 45.26 45.26 45.26 45.26
-2 45.26 45.26 45.02 45.02 45.02 44.78 44.78
-1 45.02 45.02 45.02 45.02 45.02 44.78 44.78
0 44.78 44.78 44.54 44.54 44.54 44.54 44.54
1 44.31 44.31 43.6 43.6 43.6 43.83 43.83
2 43.6 43.36 42.65 42.65 42.65 42.65 42.65
3 43.12 43.12 42.41 42.41 42.41 42.41 42.4
4 42.18 42.18 41.23 41.23 41.23 41.23 41.23
5 41.46 41.46 39.81 39.57 39.57 39.09 39.09
6 40.75 40.52 37.44 36.96 36.96 36.49 36.72
7 39.09 38.86 35.78 35.07 35.3 34.59 34.59
8 38.38 36.96 33.17 32.93 33.17 31.75 30.56
9 35.3 34.36 25.35 24.88 24.64 22.74 20.85

Table 8: NEER results on the CHINESE-PART test set with the similar word

enhancement. θ is the enhancement scale, and SimNum is the number of similar

words.
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Figure 12: CER results on unfrequent words for the CHINESE-PART test set with

the similar word enhancement. θ is the enhancement scale, and SimNum is the

number of similar words for each target word.
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Figure 13: NEER results on unfrequent words for the CHINESE-PART test set

with the similar word enhancement. θ is the enhancement scale, and SimNum is

the number of similar words.

The CER and NEER results with the MDC class-based LM approach are pre-

sented in Table 9 and Table 10 respectively, and the corresponding figures are in

Fig 14 and Fig. 15.
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β CER%
−∞ (Baseline) 23.34

-6 23.31
-4 23.31
-2 23.31
0 23.36
2 23.61
4 24.05
6 24.96

Table 9: CER results on the CHINESE-PART test set with the MDC class-based

LM method. β is the enhancement scale.

β NEER%
−∞ (Baseline) 45.73

-6 45.73
-4 45.73
-2 45.73
0 45.73
2 45.4
4 43.6
6 33.64

Table 10: NEER results on the CHINESE-PART test set with the MDC class-based

LM method. β is the enhancement scale.
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Figure 14: CER results on unfrequent words for the CHINESE-PART test set with

the MDC class-based method. β is the enhancement scale.

For a more clear comparison, the CER and NEER results with the two enhance-

ment approaches are presented in the same picture as shown in Fig. 19, where we

have set SimNum = 7 for the similar word approach. It can be seen that with

the MDC class-based LM approach, the improvement on NEER is very marginal

unless β ≥ 4. However the cost for this NEER improvement is a clear CER increase

(23.31% to 24.05% for β = 4). With the same cost, the similar word approach has
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Figure 15: NEER results on unfrequent words for the CHINESE-PART test set with

the MDC class-based method. β is the enhancement scale.

reduced NEER nearly to 30%. This demonstrates that the similar word approach

is much more effective than the MDC class-based LM.
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Figure 16: CER and NEER results on the CHINESE-PART test set with the similar

word approach and the MDC class-based LM approach.

Finally, we examine the performance on the GENERAL test set after the two

enhancement approaches are applied to the LM. The baseline CER is 32.65%. The
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results with the similar word approach and the MDC class-based LM approach are

reported in Table 11 and Table 12, as well as in Fig. 17 and Fig. 18.

CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 32.65
-3 32.64 32.65 32.65 32.65 32.65 32.66 32.66
-2 32.65 32.65 32.64 32.64 32.64 32.64 32.64
-1 32.65 32.65 32.65 32.65 32.65 32.64 32.64
0 32.64 32.66 32.64 32.64 32.63 32.64 32.64
1 32.65 32.66 32.64 32.66 32.66 32.66 32.66
2 32.66 32.66 32.63 32.64 32.63 32.63 32.63
3 32.66 32.67 32.65 32.66 32.66 32.67 32.68
4 32.67 32.69 32.68 32.7 32.69 32.68 32.7
5 32.67 33.67 32.67 32.7 32.72 32.74 32.78
6 32.72 32.73 32.76 32.79 32.8 32.81 32.89
7 32.83 32.87 32.92 32.98 32.99 33.1 33.19
8 33.02 33 33.27 33.36 33.4 33.53 33.71
9 33.36 33.48 33.92 34.08 34.17 34.29 34.54

Table 11: CER results on the GENERAL test set with the similar word enhance-

ment. θ is the enhancement scale, and SimNum is the number of similar words.

β CER%
−∞ (Baseline) 32.65

-6 32.65
-4 32.65
-2 32.66
0 32.65
2 32.71
4 33.01
6 33.74

Table 12: CER results on the GENERAL test set with the MDC class-based LM

method. β is the enhancement scale.

For a clear representation, we put the results of the two approaches in the same pic-

ture, by selecting SimNum = 7 in the similar word approach. To demonstrate the

contribution of the enhancement approaches, the NEER results on the CHINESE-

PART are also presented. Fig. 19 presents the CER and NEER results.

It can be seen that with a small enhancement scale (θ ≤ 5 for the similar word

approach and β ≤ 2 for the MDC class-based LM), the performance reduction is

as small as 0.1%. This can be regarded as fairly acceptable. In this setting, the

NEER reduction with the similar word approach is much more significant than the

MDC class-based LM (5% vs. 0.5%). This again confirms that the superiority of

the similar word approach.

6.6 Multilingual test

6.6.1 Top-1 translation

In this experiment, the similar word approach is employed to enhance foreign words.

Different from the case of monolingual enhancement, foreign words are totally ab-

sent in the original LM and cannot be recognized at all. In our study, the baseline

system is in Chinese, and the foreign words are in English. We first add English

words into the system lexicon and spell the pronunciation in Chinese phones, so

that these words can be recognized. Then for each English word, it is translated
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Figure 17: CER results on unfrequent words for the GENERAL test set with the

similar word enhancement. θ is the enhancement scale, and SimNum is the number

of similar words for each target word.

−6 −4 −2 0 2 4 6
30

31

32

33

34

35

36

37

38

39

40

β

W
E

R
%

 

 

BaseLine
Class

Figure 18: CER results on unfrequent words for the GENERAL test set with the

MDC class-based method. β is the enhancement scale.

to a Chinese words by Google translator. With this translation, similar words are

selected as in monolingual enhancement. Note that it is not easy to cluster these

English words into classes, we don’t consider the class-based LM approach here.

The CER and NEER results on the FOREIGN test set are shown in Table 13 and

Table 14, as well as in Fig. 20 and Fig. 21.
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Figure 19: CER results the GENERAL test set and NEERs on the CHINESE-PART

test set. β and θ are the enhancement scales for the MDC class-based LM method

and the similar word method respectively.

CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 45.23
0 45.19 45.01 45.01 45.01 45.01 45.01 45.01
1 45.04 44.92 44.92 44.92 44.92 45.04 45.01
2 44.92 44.92 44.92 44.92 44.83 44.83 44.83
3 44.98 44.92 44.92 44.83 44.83 44.83 44.79
4 45.01 44.93 44.99 45.01 45.03 45.03 45.05
5 45.07 44.93 45.01 45.09 45.09 45.15 45.15

Table 13: CER results on the FOREIGN test set with the similar word enhancement.

θ is the enhancement scale, and SimNum is the number of similar words.

NEER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 99.58
0 94.83 92.75 92.33 92.33 92.33 91.91 91.91
1 93.58 90.25 90.25 90.25 89.83 89.42 89.42
2 92.75 86.91 86.5 86.5 86.5 86.5 85.25
3 90.25 82.75 82.33 82.33 82.33 82.33 81.92
4 87.33 76.5 76.08 76.08 75.67 75.25 75.25
5 84 74.17 69.13 67.33 67.33 67.33 66.92

Table 14: NEER results on the FOREIGN test set with numbers of similar words for

each English word. θ is the enhancement scale, SimNum is the amount of similar

words.

For a more clear representation, the CER and NEER results on the FOREIGN

test set are shown together in Fig 22. Note that almost all the English words to

enhance are absent in the original LM, so the NEER before the enhancement is
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Figure 20: CER results on the FOREIGN test set with the similar word enhance-

ment. θ is the enhancement scale, and SimNum is the number of similar words.
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Figure 21: NEER results on the FOREIGN test set with numbers of similar words

for each English word. θ is the enhancement scale, SimNum is the amount of similar

words.

nearly 100%. It can be seen that the similar word approach is highly effective to

enhance foreign words: the NEER can be reduced by 30% without any impact on

CER. Compared to the monolingual scenario, the enhancement for foreign words

seems more important since it is nearly impossible to recognize them without the

enhancement.
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Figure 22: CER and NEER results on the FOREIGN test set with the similar word

approach.

We also examine the CER performance on the GENERAL test set to make sure

that the enhancement for foreign words doesn’t impact much on the general per-

formance of the system. The results are shown in Table 15 as well as Fig. 23. The

results demonstrated that the unfrequent word enahancement leads to nearly no

impact on general performance of the ASR system.

CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 32.65
0 32.67 32.66 32.67 32.66 32.65 32.66 32.66
1 32.69 32.67 32.66 32.66 32.66 32.66 32.67
2 32.68 32.68 32.67 32.69 32.69 32.71 32.7
3 32.68 32.71 32.71 32.73 32.73 32.73 32.75
4 32.7 32.71 32.71 32.73 32.75 32.75 32.77
5 32.73 32.73 32.78 32.78 32.78 32.81 32.82

Table 15: CER results on the GENERAL test set with the similar word enhance-

ment. θ is the enhancement scale, and SimNum is the number of similar words.

6.6.2 N-best translation

We also evaluated the performance with n-best translations for each English words.

For simplicity, we fix theta = 3 that is safe for most of SimNum choices. The CER

results and NEER results are presented in Table 16 and Table 17. It can be seen

that with reasonably multiple translations, we indeed obtain better performance.

This can be attributed that English and Chinese may have multiple-to-multiple

correspondence in translation, and so involving multiple translations may enrich

the context for the English words in the Chinese LM.
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Figure 23: CER results on the GENERAL test set with the similar word enhance-

ment. θ is the enhancement scale, and SimNum is he number of similar words.

CER%hhhhhhhhhhhN − best
SimNum

1 2 3 4 5 6 7

1-best 44.98 44.92 44.92 44.83 44.83 44.83 44.79
2-best 44.92 44.91 44.82 44.82 44.8 44.76 44.81
3-best 44.91 44.8 44.79 44.75 44.82 44.85 44.89
4-best 44.8 44.75 44.86 44.89 44.94 44.99 45.04

Table 16: CER results on the FOREIGN test set with the N-best similar word

enhancement. θ = 3 and SimNum is the number of similar words.

NEER%hhhhhhhhhhhN − best
SimNum

1 2 3 4 5 6 7

1-best 90.25 82.75 82.33 82.33 82.33 82.33 81.92
2-best 87.33 82.75 82.75 82.33 82.33 80.75 78.33
3-best 82.33 82.25 80.25 78.33 78.33 76.67 76.67
4-best 82.23 80.35 78.33 76.35 76.35 75.35 75.35

Table 17: NEER results on the FOREIGN test set with the N-best similar word

enhancement. θ = 3 and SimNum is the number of similar words.

Finally, we examine the performance on the GENERAL test set with the n-best

foreign similar word enhancement. The results are shown in Table 18 as well as

Fig. 26. It can be seen that the enhancement still has a very limited impact on the

general performance, though the trend is that involving more translations causes

more performance reduction, as expected.

6.7 Similar word model with Euclidean similarity

An interesting question is can we use other distance measures in the similar pair

model? As have been discussed in Section 4.3, the word2vec word vectors are opti-
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Figure 24: CER results on the FOREIGN test set with the N-best Chinese word

enhancement. θ = 3 and SimNum is the number of similar words.
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Figure 25: NEER results on the FOREIGN test set with the N-best Chinese word

enhancement. θ = 3 and SimNum is the number of similar words.

mized based on cosine distance, and so cosine distance is optimal when computing

similarities. We present the experimental evidence in this section.

Basically, we simply replace the cosine distance with the Euclidean distance in

similar word selection and the transition weight computation. The experiments are

conducted on the CHINESE test set. The CER and NEER results are shown in

Table 19 and Table 20 respectively. As before, the same information is shown in
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CER%hhhhhhhhhhhN − best
SimNum

1 2 3 4 5 6 7

1-best 32.68 32.71 32.71 32.73 32.73 32.73 32.75
2-best 32.71 32.73 32.73 32.75 32.77 32.78 32.82
3-best 32.71 32.73 32.75 32.77 32.79 32.81 32.85
4-best 32.73 32.78 32.81 32.88 32.92 32.98 33.01

Table 18: CER results on the GENERAL test set with the N-best similar word

enhancement. θ = 3 and SimNum is the number of similar words.
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Figure 26: CER results on the GENERAL test set with the N-best similar word

enhancement. θ = 3 and SimNum is the number of similar words.

Fig. 27 and Fig. 28. We see very similar patterns as in the case of cosine distance

shown in Fig. 4 and Fig. 5.

CER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 26.69
-3 26.62 26.61 26.58 26.33 26.33 26.33 26.33
-2 26.58 26.57 26.41 26.2 26.2 26.2 26.2
-1 26.42 26.41 26.37 26.05 26.05 26.05 26.05
0 26.36 26.32 26.27 25.94 25.94 25.93 25.94
1 26.29 26.28 26.11 25.69 25.59 25.7 25.7
2 26.17 26.17 25.92 25.65 25.66 25.67 25.67
3 25.96 25.93 25.69 25.56 25.56 25.57 25.58
4 25.76 25.79 25.62 25.76 25.77 25.81 25.84
5 25.54 25.63 25.58 25.72 25.78 25.79 25.81

Table 19: CER results on the CHINESE test set with the Euler’s similar word

method. θ is 1.

For a clear comparison, the NEER results with the two distance metric, cosine

distance and Euclidean distance, are shown in Fig. 29, where SimNum has been

set to be 7. It can be seen that the two metrics result in comparable results, and
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NEER%
XXXXXXXXθ

SimNum
1 2 3 4 5 6 7

−∞ (Baseline) 70.03
-3 69.34 69.28 69.12 65.24 65.18 65.16 65.16
-2 68.95 68.8 67.52 62.94 62.88 62.88 62.88
-1 67.55 67.35 66.3 59.92 59.87 59.83 59.83
0 66.58 66.36 65.27 57.07 57 57 57
1 65.07 64.78 63.01 53.36 53.12 53.16 53.1
2 63.34 62.92 59.92 51.32 51.17 51.15 51.17
3 59.83 59.15 55.42 48.84 48.67 48.6 48.58
4 56.87 56.28 52.97 48.71 48.45 48.49 48.6
5 52.55 51.98 50.69 44.46 44.13 44 43.91

Table 20: NEER results on the CHINESE test set with the Euler’s similar word

method. θ is 1.
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Figure 27: CER results on unfrequent words for the CHINESE test set with the

Euler’s similar word method. θ is the enhancement scale, and SimNum is the

number of similar words for each target word.

cosine distance performs slightly better. This demonstrates that cosine distance is

a good similarity metric in the similar word approach.

7 Conclusion
We proposed a simple similar word model to enhance unfrequent words for speech

recognition. The new approach constructs fine-grained and word-specific context

sharing, which is more flexible and accurate than conventional methods such as

class-based LMs. Experiments with a practical large-scale Chinese ASR system

demonstrated that the proposed method can effectively improve performance on

unfrequent words, and it outperforms the conventional class-based LM approach in

a significant way.

Future work involves studying more powerful word pair models, particularly vec-

tor models derived from knowledge graphs. Another direction is to apply the similar
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Figure 28: NEERs on unfrequent words for the CHINESE test set with the Euler’s

similar word method. θ is the enhancement scale, and SimNum is the number of

similar words.
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Figure 29: NEERs on unfrequent words for the CHINESE test set with the Cosine

similar word method and the Euler’s similar word method. θ is the enhancement

scale, and SimNum = 7.

word approach to other types of LMs, particularly neural LMs based on recurrent

neural networks (RNN-LM) [59]. RNN-LMs have exhibited clear advantage com-

pared to conventional n-gram LMs, at least in moderate scale tasks [60]. However,

training RNN-LMs with a large vocabulary is still very slow, and it is not easy
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to add new words into an already-trained RNN-LM. The similar word approach

may provide an interesting solution to these problems, particularly with the similar

pair model based on word embedding since it holds intrinsic connections to neural

LMs [30]. More investigation is certainly required.
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