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报告提要

开源：多场景中文明星数据库

说话人识别概述

鲁棒：跨、泛化、复杂场景

可信：模型可视化与性能评测
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第一章节

开源：多场景中文明星数据库

说话人识别概述

鲁棒：跨、泛化、复杂场景

可信：模型可视化与性能评测
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基本概念

说话人识别，又称声纹识别

⚫ 根据语音信号中表征说话人个性的声纹特征，利用计算机以及各种信息

识别技术，自动地实现说话人身份辨识的一项生物特征识别技术。

视角一：语音信息编码

语言信息

文本内容
语言语义

副语言信息

话者声纹
意图态度

非语言信息

情绪情感
性别年龄

视角二：生物特征

声纹：具有 生理特性 的 行为特征
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阶段一 (1970~2000)

⚫ 挑战：发音随机

⚫ 技术：特征驱动

⚫ 代表：MFCC/LPCC

发展历史

阶段二 (1995~2010)

⚫ 挑战：自由文本

⚫ 技术：统计建模

⚫ 代表：GMM-UBM

阶段三 (2005~2016)

⚫ 挑战：会话扰动

⚫ 技术：因子分析

⚫ 代表：i-vector/PLDA

阶段四 (2017~)

⚫ 挑战：复杂场景

⚫ 技术：深度学习

⚫ 代表：x-vector/E2E
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应用场景
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研究工作背景

问题一：说话人识别技术的性能上限

⚫ 当前主流的说话人评测集大都场景单一，难以描述多场景下的复杂性

⚫ 单纯靠人工采集并标注一个大规模多场景数据集是极其费时费力的

问题二：多复杂场景下的鲁棒性

⚫ 尽管当前说话人识别取得一定进展，但实际应用中的性能表现难言可靠

⚫ 从应用视角出发，聚焦跨场景、泛化场景、复杂场景的三类鲁棒性问题

问题三：模型和评测的可解释性

⚫ 基于深度神经网络的说话人识别系统的黑盒属性，系统判决可信度存疑

⚫ 基线评测与实际体验的性能不一致性，极大地困扰了研究者和从业者

开源

鲁棒

可信
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研究工作框架

围绕前述三个研究问题，从数据、模型、应用出发，
开展开源、鲁棒、可信的说话人识别研究
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第二章节

开源：多场景中文明星数据库

说话人识别概述

鲁棒：跨、泛化、复杂场景

可信：模型可视化与性能评测
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多场景的重要性

多场景：覆盖了各种变动性，是实际应用的真实挑战

在多场景下取得优秀的识别性能是说话人识别技术走向
实际应用的充要条件

时变

背景

方式

幼年 -> 青年 -> 中年 -> 老年

户外 -> 课堂 -> 车载 -> 音乐

哭声 -> 朗诵 -> 通话 -> 唱歌
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当前问题：如何解决多场景的数据空白

现有的说话人识别数据集大都是在限定条件下采集得到
的，难以描述多场景下的复杂变动性

单纯人工采集并标注一个大规模多场景数据集是极其费
时费力的

研究工作一：设计一套自动化多场景说话人数据采集工
具，采集开源一套大规模多场景说话人识别数据集

研究工作二：系统性分析多场景说话人识别的挑战性，
初步探索可行的解决方法
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研究工作一：多场景采集流程
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研究工作一：自动化采集流程

设计明星人名列表1

0001 周杰伦
0002 蔡依林
0003 刘德华
…

下载图片和视频2

人脸检测与追踪3

人脸检测
RetinaFace

人脸识别
ArcFace

人脸追踪
MOSSE

说话人分割5

话者分离
UIS-RNN

同步检测
SyncNet

口唇同步检测4 人工质检6

要求：抽检正确率
不低于90%

采集效率提升 4倍
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多场景中文明星数据库 CN-Celeb

数据描述：3,000名中国明星，11种真实场景
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多场景中文明星数据库 CN-Celeb

数据特色：多源化、多场景
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多场景中文明星数据库 CN-Celeb

数据开源: http://cnceleb.org/
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研究工作二：多场景挑战性分析
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研究工作二：多场景挑战性分析

基础实验

⚫ 更强大的 x-vector 系统 TF-Kaldi

⚫ i-vector 和 x-vector 基线系统 Kaldi

主流技术无法解决
多场景中的复杂性
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研究工作二：多场景挑战性分析

多场景测试：以 x-vector 基线系统为例

多场景测试是极为挑战性的
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研究工作二：多场景挑战性分析

可视化分析

⚫ 多场景的复杂性使说话人类内分布变得复杂，类间分布存在明显交叠

⚫ 多场景说话人识别是极具挑战性的
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小结

开源：多场景中文明星数据库

⚫ 设计了一套自动化数据采集平台，采集并开源了一套大规模多场景中文

明星数据集 CN-Celeb。

⚫ 系统性地分析了多场景说话人识别的挑战性。
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第三章节

开源：多场景中文明星数据库

说话人识别概述

鲁棒：跨、泛化、复杂场景

可信：模型可视化与性能评测
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从应用出发，定义三类鲁棒性问题

跨场景鲁棒性

⚫ 特指注册-测试场景失配问题

⚫ 典型场景：跨信道、时变、远近场等

泛化场景鲁棒性

⚫ 特指训练-部署场景失配问题

⚫ 典型场景：电话信道训练，网络信道部署

复杂场景鲁棒性

⚫ 包括跨场景、泛化场景在内的综合问题

⚫ 典型场景：困难场景测试、多场景测试
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研究工作一：跨场景鲁棒性
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研究工作一：跨场景鲁棒性

什么是跨场景问题？

跨信道场景 时变场景 远近场场景

当注册-测试失配时，性能下降的原因是什么？
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注册-测试失配的根源

跨信道测试统计量分析

说话人类内和类间统计量

全局偏移量

⚫ 说话人类内和类间方差相近

⚫ 全局偏移现象显著
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注册-测试失配的根源

时变测试统计量分析

说话人类内和类间统计量 全局偏移量

⚫ 说话人类间方差相近，全局偏移较小

⚫ 说话人类内方差随着时变累积，逐渐变大
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注册-测试失配的根源

注册场景和测试场景之间的
统计量不一致性
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可行的解决方案

场景自适应

D1 D2

D1 D2

D
1

D
2

混合场景训练

⚫ 测试数据映射到注册场景中；使

用注册场景的统计模型进行打分

⚫ 然而，测试数据使用测试场景的

统计模型打分才是理论最优的

注册

注册 测试

⚫ 混合注册数据和测试数据，训练

一个二者共享的统计模型

⚫ 等价于对注册场景统计模型和测

试场景统计模型的等权插值

二者均非理论最优

测试

{𝜖1, 𝜎1}

{𝜖1, 𝜎1} {𝜖2, 𝜎2}

{𝜖2, 𝜎2}
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从对数似然比到统计量解耦

对数似然比的解耦形式

𝐿𝐿𝑅 𝑥 𝑢𝑘 = log 𝑝 𝑥 𝐻0 − log 𝑝 𝑥 𝐻1

= log 𝑝𝑘 𝑥 − log 𝑝 𝑥

= log׬𝑝(𝑢𝑘|𝑥1
𝑘, … , 𝑥𝑛

𝑘) 𝑝 𝑥 𝑢𝑘 𝑑𝑢 − log 𝑝(𝑥)

⚫ 注册项： 𝑝(𝑢𝑘|𝑥1
𝑘 , … , 𝑥𝑛

𝑘)

⚫ 预测项： 𝑝𝑘 𝑥 = 𝑝(𝑢𝑘|𝑥1׬
𝑘 , … , 𝑥𝑛

𝑘) 𝑝 𝑥 𝑢𝑘 𝑑𝑢

⚫ 归一项： 𝑝(𝑥)

当注册数据和测试数据使用各自最优的统计模型，方
可得到理论最优的打分

D1 D2
注册 测试
{𝜖1, 𝜎1} {𝜖2, 𝜎2}

𝑥 ො𝑥
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基于线性映射的统计量解耦

针对预测项失配问题，建立注册和测试之间的对应关系

𝑥 = 𝑀ො𝑥 + 𝑏

𝑝𝑘 ො𝑥;𝑀, 𝑏 = 𝑝 𝑀ො𝑥 + 𝑏 𝑥1
𝑘 , … , 𝑥𝑛

𝑘

= 𝑝׬ 𝑀ො𝑥 + 𝑏 𝑢𝑘 𝑝 𝑢𝑘 𝑥1
𝑘 , … , 𝑥𝑛

𝑘 𝑑𝑢𝑘

= 𝑁(𝑀ො𝑥 + 𝑏;
𝜖1𝜎1

𝑛𝜖1+ 𝜎1
ҧ𝑥𝑘 , 𝜎 +

𝜖1𝜎1
𝑛𝜖1+ 𝜎1

𝐼)

⚫ 线性映射：

⚫ 预测项：

优化目标：最大似然估计

ℒ 𝑀, 𝑏 = ෍

𝑘=1

𝐾

෍

𝑖=1

𝑁

log 𝑝𝑘( ො𝑥𝑖𝑘;𝑀, 𝑏)

注册-测试失配场景下的打分形式

𝐿𝐿𝑅 ො𝑥 𝑘 ∝ −
1

𝜎1+
𝜖1𝜎1

𝑛𝜖1+ 𝜎1

𝑀ො𝑥 + 𝑏 − ෤𝑢𝑘
2
+

1

𝜖2+ 𝜎2
ො𝑥

2
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实验一：跨信道

统计量解耦方法优于混合训练和场景自适应方法

MCT：混合场景训练；CAT：场景自适应；SD/LT：统计量解耦



3434

实验二：时变测试

统计量解耦方法优于混合训练和场景自适应方法

MCT：混合场景训练；CAT：场景自适应；SD/LT：统计量解耦
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小结

跨场景鲁棒性

⚫ 证明了注册-测试场景失配的根源是统计量不一致问题。

⚫ 提出了统计量解耦的打分形式，将打分过程进行分解，并在不同阶段使

用最优的统计量，从而得到理论最优打分。

⚫ 通过两类典型跨场景测试，验证了该方法的理论性和有效性。
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研究工作二：泛化场景鲁棒性
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研究工作二：泛化场景鲁棒性

什么是泛化场景问题？

⚫ 已知K类场景，优化预测模型 𝒇 · ，使之在未知场景上取得好的表现

优化目标：学习一个场景无关的说话人空间

𝒇(·)

D1 D2 Dk

Dn未知场景

模型

已知场景
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主流方法一：混合场景训练

基本思想：混合多个场景数据，优化训练目标；强化说
话人信息，削弱场景扰动，学习场景无关的表征空间
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主流方法二：场景对抗学习

基本思想：引入梯度反转层，将说话人信息和场景扰动
进行分离，学习场景无关的表征空间

⚫ 与混合场景训练相比，增加了场景梯度反转
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所提出方法：场景鲁棒训练

基本思想：结合模型无关元学习和鲁棒性优化算法，学
习场景无关的表征空间

⚫ 数据准备：每一个 batch 数据取自两个不同场景 𝐷1 和 𝐷2，分别用于

局部更新和全局更新。

⚫ 第一步：采样 ，进行局部更新

⚫ 第二步：采样 ，进行全局更新
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所提出方法：场景鲁棒训练

理论分析：以两个场景 𝐷1 和 𝐷2 为例

⚫ 通过使用两个场景数据分步更新，鼓励不同场景的梯度方向趋同，促使

模型学习出场景无关的表征空间

⚫ 全局更新

⚫ 泰勒展开

混合场景训练 场景梯度趋同
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实验结果

x-vector 系统

i-vector 系统

MDT：混合场景训练；DAT：场景对抗训练；DRT：场景鲁棒训练
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小结

泛化场景鲁棒性

⚫ 通过借鉴模型无关元学习的两步训练策略以及鲁棒性优化的学习机制，

提出了场景鲁棒训练方法，学习场景无关的表征空间。

⚫ 对比主流混合场景训练和场景对抗训练，本方法具有一致性优势。
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研究工作三：复杂场景鲁棒性
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研究工作三：复杂场景鲁棒性

目标对象：多场景和难场景

⚫ 多场景：CN-Celeb

⚫ 难场景：各种不同模型均难以正确判别
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主流方法

基于边界 Softmax 的损失函数

⚫ 在标准 Softmax 基础上，通过在目标 logit 中引入一个固定的边界量 m，

来增大目标 logit 和 非目标 logit 之间的边界
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以 AM-Softmax 为例

AM-Softmax: Additive Margin Softmax

在目标 logit 中引入边界量 m

它的假定是相比于非目标 logit，损失函数将更关注于
目标 logit，从而能更好地划分目标类和非目标类。

?
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边界量 m 并不会增大边界

重写 AM-Softmax 损失函数

当 s=1、m=0 时，AM-Softmax 回退成 Softmax

m 仅仅是改变了损失函数的样式，而并不会增大目标
logit 和 非目标 logit 之间的边界



4949

特殊情况

简单样本：目标 logit 占主导

困难样本：目标 logit 变弱

增大 m 会突出简单样本

改变 m 对困难样本无效

简单样本权重大于困难样本，存在困难场景鲁棒性风险
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在 AM-Softmax 引入真正的边界

标准的最大边界训练 (Max-margin training)

AM-Softmax 中缺失了 max 操作

改进方法：在 AM-Softmax 中引入 max 操作，修正
得到真正的 AM-Softmax (Real AM-Softmax)

Real AM-Softmax 鼓励模型聚焦在困难非目标 logits 
上，而忽略简单非目标 logits
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基础实验

在 VoxCeleb1 和 SITW 上的 EER(%)

消融测试

⚫ m 对 AM-Softmax 无效；而对 Real AM-Softmax 至关重要

⚫ Real AM-Softmax 一致性优于 AM-Softmax
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复杂场景测试

难场景测试

多场景测试

⚫ 相比 AM-Softmax，Real AM-Softmax 在多场景、难场景上表现突出
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小结

复杂场景鲁棒性

⚫ 针对复杂场景中的多场景、难场景问题，分析了主流 AM-Softmax 无

法满足最大边界的假设，提出了真正边界的 AM-Softmax。

⚫ 实验表明该方法在多场景和难场景中具有更好的鲁棒性。
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第四章节

开源：多场景中文明星数据库

说话人识别概述

鲁棒：跨、泛化、复杂场景

可信：模型可视化与性能评测
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课题起因

可信
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研究工作一：模型可视化
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研究工作一：模型可视化

计算机视觉中的模型可视化

⚫ 诸多可视化工具用来辅助解释模型判决的可信度。

⚫ 通过生成显著图 (saliency maps) 来查明一幅图片中的哪些区域对模型

判决起到了关键性作用。

⚫ 人可以容易地理解一幅图片的显著图，从而可以评判可视化工具的特质。
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从视觉到听觉

说话人识别中的模型可视化

⚫ 不同于图像，语音是可“听”不可“看”，导致人们对语音显著图的理

解和评判变得极为困难，相关研究工作尚少。

⚫ 仅有的研究工作大都是拿来主义，并不确信所用可视化工具对于说话人

识别任务是否可靠，使得从可视化中所得到的结论不能完全令人信服。

研究目标：针对说话人识别任务，寻找一种可靠
的模型可视化工具
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三种类激活图可视化方法

类激活图 (CAM)

𝑆𝑐 = ReLU(෍

𝑘

𝒘𝒌
𝒄 · 𝐴𝑘)

𝑆𝑐

𝐴1 𝐴3𝐴2 𝐴4

Grad-CAM Score-CAM Layer-CAM

1). 目标类别后验概率

2). 第k个激活图权重

1). 目标类别的激活图

2). 第k个激活图权重

𝑤𝑘
𝑐 = 𝑓 ො𝑥𝑘

1). 目标类别后验概率

2). 第k个激活图权重
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先进的深度说话人表征模型

ResNet34SE
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单个说话人的类激活图

语音段和非语音片段可分；没有明确的时频模式
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多个说话人的类激活图

A是目标说话人，B是干扰说话人

⚫ 直观上看，Layer-CAM 效果最佳，可以准确地定位目标说话人的语音

片段，并且几乎完美地掩盖了非目标说话人的语音片段
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删除和插入实验

B-A-B 测试

⚫ 对比 AUC，Layer-CAM 效果最佳。
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目标说话人定位与识别

第一步，定位目标说话人所在的位置

第二步，仅使用定位后的语音片段进行目标说话人识别

⚫ Layer-CAM 取得了明显的性能提升，表明 Layer-CAM 可以识别重要

的说话人区分性区域，而其他两种 CAM 则不能。

⚫ Layer-CAM 聚合来自不同卷积层的显著图可以进一步提高识别性能。

这一现象与特征聚合技术一致，而其他两种 CAM 没有这种趋势。

⚫ 综上，Layer-CAM 是三种 CAM 方法中唯一可靠的可视化工具。
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小结

模型可视化

⚫ 通过定性和定量分析，确定了 Layer-CAM 是一个可靠的可视化工具，

可用来理解、解释深度说话人模型。
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研究工作二：性能评测
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二、性能评测

基准评测 vs. 用户体验

⚫ 基准评测 VoxSRC 2021 第一名

基准评测与用户体验之间的性能差距显著
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两类研究思路

数据复杂性

测试列表

⚫ 基本假设：性能差距归因于声学失配问题。

⚫ 解决方案：精心设计了各种基准数据集来模拟现实生活中的各种声学场

景；例如，HI-MIA、NIST SRE、VoxCeleb 和 CN-Celeb。

⚫ 测试列表用于探测和度量说话人识别系统的性能。

⚫ 如果测试列表设计不当，则无法恰当地度量目标系统的性能。

⚫ 是本研究的关注点。
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基准测试列表 vs. 实际测试列表

基准测试列表

⚫ 全交叉配对，闯入测试数远多于目标测试数

⚫ 存在大量的简单测试，尤其是闯入测试

实际测试列表

⚫ 通常目标测试数多于闯入测试数

⚫ 闯入测试更具挑战性

二者之间存在
测试偏差

基准评测
分数分布

实际测试
分数分布
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定义两个新概念

测试配置

⚫ 给定一组注册/测试语音，测试配置定义为一个测试列表的子集，用于

目标系统性能评测。

⚫ 全交叉配对是最大的测试配置，测试列表涵盖了所有的测试样例。

⚫ 不同测试配置的性能不同，反映了目标系统在不同部署情况下的性能。

配置-性能分布图

⚫ 收集所有测试配置及其性能，便可更全面地评价目标系统的综合能力。

⚫ 通过一个配置-性能分布图来呈现。其中，x 轴对应于目标测试样例的子

集，y 轴对应于闯入测试样例的子集。

⚫ 图中每个位置 (𝑥, 𝑦) 对应于一个特定的测试配置 ，其颜色深浅代表性能

好坏。
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配置-性能分布图

合理选择设计测试配置，使分布图具有空间结构属性

⚫ 对于某个目标系统，根据其判决分数对测试样例进行排序；然后从有序

列表中选择测试样例来构建测试配置。

⚫ 对于目标测试列表 (x 轴)，从左到右逐渐选择得分较高的测试样例；对

于闯入测试列表 (y 轴)，从下到上逐渐选择分数较低的测试用例。

⚫ 显然，左下区域的测试配置比右上区域的测试配置更难。
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观察现象

⚫ 大面积的高性能区域揭露了基准测试列表中存在大量的简单测试样例。

⚫ 两组测试配置 (红星和绿星) 分别对应于实际测试和基线测试。

⚫ 两组测试配置有着截然不同的性能表现，解释了基准评测与用户体验性

能差距的原因。
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小结

可信性能评测

⚫ 从基准评测与用户体验不一致的现象出发，分析了测试列表偏差问题。

⚫ 定义了测试配置，设计了配置-性能分布图，解释了基准评测与实际测

试不符的原因。
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总结与展望

工作总结

开源了一套多场景

说话人数据库
研究了三类典型的

场景鲁棒性问题
探索了两个可信说

话人识别方向
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总结与展望

未来展望

⚫ 开源：首先，开源更智能化、自动化的多场景数据采集平台，包括搜索

下载、一键处理、在线标注等功能模块；其次，开源上万级的多场景说

话人数据库，提供更丰富的场景类型、更规范的标注协议。

⚫ 鲁棒：基于开源多场景数据，组织 CNSRC 2022 说话人识别竞赛，开

辟新的研究方向和评测任务。例如，多复杂场景下的说话人识别、大规

模目标说话人检索等。

⚫ 可信：探索更多可靠的可视化工具，理解深度模型的内在机制，反馈设

计更合理的模型结构。分析配置-性能图中不同位置的模式表现，更全

面的分析系统真实性能，挖掘系统的潜在风险。
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代表性研究成果

项目支持

⚫ 第64批中国博士后科学基金面上资助 一等奖

⚫ 国家自然科学基金重点项目 (61633013)

⚫ 清华大学-浦发银行数字金融技术联合研究中心

论文专利

⚫ 合著学术专著 1部《语音识别基本法》

⚫ 发表学术论文 19篇；SCI 3篇、EI 16篇。

⚫ 申请发明专利 8项、软著 1项

荣誉获奖

⚫ 清华大学博士后 b2 支持计划, 2018.07 – 2020.07

⚫ 中国电子学会科学技术奖 (技术发明类一等奖), 第五完成人, 2022.01
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感谢合作导师郑方教授！

感谢各位评审老师！
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