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Abstract

In this report, we describe our language identification system
for the cross-channel task of oriental language recognition 2020
challenge. We firstly present the data and feature preparation.
Then, front-ends and back-ends are introduced. For front-ends,
we evaluated extended TDNN and ResNet network configura-
tions with softmax and additive margin softmax objective loss
functions. For back-ends, the multi-class logistic regression is
used. In the front-end and back-end processing, we integrated
our proposed unsupervised feature learning and adaptation al-
gorithms which significantly improved the performance. Fi-
nally, a greedy fusion method was used to obtain the final score
for submission.
Index Terms: spoken language identification, cross channel,
OLR challenge

1. Datasets and feature extraction
The oriental language recognition (OLR) 2020 challenge in-
cludes three tasks: (1) cross-channel LID, (2) dialect identi-
fication, and (3) noisy LID. In this work, we focus on the
cross-channel LID tasks, which was a very challenging task be-
cause the target channel data are not available during the system
preparation.

1.1. Data preparation

We used the AP16-OL7, AP17-OL3, AP17-OLR-test, AP18-
OLR-test, and THCHS30 as the training data to build our sys-
tems. AP19-OLR-dev and AP19-OLR-test were used as the de-
velopment data [1]. We followed the training data preparation
of the baseline x-vector system supplied by the OLR 2020 chal-
lenge organizer.

For the training data, we first combined the AP16-OL7,
AP17-OL3, AP17-OLR-test, and AP18-OLR-test data. Then,
we used several data augmentation methods to increase the
amount and diversity of the training data. One is the method
similar to the official baseline system, which was speed and
volume perturbation. For speed perturbation, we applied a
speed factor of 0.9 or 1.1 to slow down or speed up the orig-
inal recording. And for volume perturbation, a random volume
factor was applied. We also used the noisy and speech data
from THCHS30 as noise and background speech to increase the
amount of the training data. Recently, the mixup-based method
showed its effectiveness in speech processing tasks [2, 3]. In
this work, we implemented an audio-based mixup by randomly
choose a pair of audio samples from different languages to gen-
erate new audio. The shorter one was repeated to match the
length of the longer one. The new length-aligned audio was
used for model training.

1.2. Feature extraction

Three types of acoustic features were applied, i.e., the Mel-
frequency cepstral coefficient (MFCC), perceptual linear pre-
dictive cepstrum (PLP), a log Mel-filter bank (FBANK). MFCC
features were computed using 30 Mel-filter banks. The PLP
analysis computed 20-order PLP-cepstra. FBANK features
were estimated using 40 and 60 Mel-filter banks. The feature
extraction was progressed with a frame window of 25 ms and
a shift of 10 ms. The frames of silence were removed with
energy-based voice activity detection (VAD) after doing feature
extraction.

2. Front-ends
One i-vector and several x-vector-based front-ends were built in
this work.

2.1. i-vector system

The i-vector baseline system was constructed by using the
MFCC feature that was augmented by their first- and second-
order derivatives. The UBM involved 2,048 Gaussian compo-
nents and the dimensionality of the i-vectors was 600.

2.2. x-vector system

Recently, x-vector showed its effectiveness for both speaker and
language recognition tasks [4, 5, 6]. The model for extract-
ing language embedding representations, i.e., x-vector, consists
of three modules: a frame-level feature extractor, a statistics
pooling layer, and utterance-level representation layers. In this
work, by fixing the statistics pooling layer and utterance-level
representation layers, we investigated the frame-level feature
extractor with two neural networks for extracting the language
embedding and different settings of the objective loss function.

2.2.1. Network

TDNN is the most commonly used for x-vector extraction [4].
The TDNN network includes three time-delay layers and two
fully connected layers. There are 512 channels except for the
last one, which has 1500 channels. The kernel sizes are 5, 3,
and 3; and dilation factors are 1, 2, and 3 for time-delay layers,
respectively.

An extended TDNN architecture (E-TDNN) has been
shown its effectiveness for extracting x-vectors [7]. Compared
with TDNN, E-TDNN consists of one more time-delay layer
and three fully-connected layers. The new fully connected lay-
ers are inserted into every two time-delay layers. The kernel
sizes are 5, 3, 3, and 3; and dilation factors are 1, 2, 3, and
4, respectively. Therefore, the temporal context of E-TDNN is
wider than that of TDNN. And E-TDNN has more parameters.
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Excepted the E-TDNN network, we also implemented the
ResNet configuration, we replaced the TDNN network with a
ResNet34 network [8]. A channel average pooling was applied
to the output of the final layer of the ResNet. The dimension
of the average pooling was 512. Then, the statistic pooling and
utterance-level representation were processed.

2.2.2. Objective loss function

In conventional speaker embedding training, softmax-based cat-
egorical cross-entropy is commonly used as the objective loss
function. In this work, besides softmax, we also evaluated ad-
ditive margin softmax (AMSoftmax)-based function [9].

2.2.3. Model training

We prepared server types of x-vector models by using E-TDNN,
ResNet configuration and SpecAugmentation, skip connection,
and softmax and AMSoftmax. A feature-based mixup was also
implemented. For detailed information, please refer to asv-
subtools 1.

3. Back-ends
With the extracted embedding vectors, we firstly applied in-
domain global mean subtraction on training and test data. Then,
linear discriminant analysis (LDA) was used to select the most
language relevant feature and reduce the dimension of the orig-
inal x-vector. Finally, length normalization was applied to the
language discriminant vectors.

We evaluated several classifiers, such as support vector ma-
chine, Gaussian mixture model, and multi-class logistic regres-
sion. And our final submission is based on the multi-class lo-
gistic regression. The LDA dimension was selected as 200.

4. Investigations on channel adaptation
To reduce the channel mismatch problems, we investigated un-
supervised methods by using the test data. Firstly, we prepared
the predicted label for the test data with a greedy fusion algo-
rithm. Then, the adaptation data were selected based on the
fusion result. With the selected adaptation data, the x-vector
models were fine-tuned with a learning rate of 0.0001. Finally,
the classification was done by using the output (posterior prob-
ability) of the network. Moreover, we integrated our proposed
unsupervised feature learning and adaptation algorithms which
explicitly adapt the model for the testing conditions. As our
experiments showed that the adaptation process improved the
performance significantly.

5. Greedy fusion
Similar to our work on speaker verification task [10], we imple-
mented a greedy fusion algorithm to obtain the final submission.
The basic algorithm is as follows: Firstly, all the subsystems are
evaluated to obtain Cavg and EER values. Then, the top N best
subsystems are selected as the candidate list. After that, we
prepare new lists by adding a new subsystem to the candidate
list. The linear logistic regression with the Bosaris toolkit [11]
is used to fuse and evaluate the new lists. Then, the candidate
list is updated by selecting the top N best lists. The final sub-
mission is obtained when there is no further improvement. In
this work, N was set to 3.

1https://github.com/Snowdar/asv-subtools

In the first round of fusion, we used the AP19-OLR-test
as the development data to train the logistic regression model.
Then, we selected the data from the test data based on the output
score of the previous fusion step. To overcome overfitting, we
split the subsystems into two groups. The selected data from
group one were used for the fusion of group two, and data from
group two were used for the fusion of group one. Rather than
using Cavg and EER, we used softmax loss to pick up the final
results of the greedy fusion.
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