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The work of the paper
• 1.  Do seed lexicon source and translation method 

have influence on the performance? 

• 2. Can seed lexicon size influence the performance? 

• 3. Does translation pair reliability really matter? 

• 4. Based on the above analysis, this paper proposes a 
new shared bilingual word embedding space (SBWES) 
model only relying on weak or inexpensive document-
level bilingual signals, but also can be used in both 
monolingual settings and bilingual settings.



A common approach to shared bilingual word embedding space

seed lexicons

• Seed lexicon is a set containing word pairs. 
Every pair is a translation pair that involves 
word A, coming from one language, and A’s 
corresponding translation word B from another 
language. 



Previous BWE models

They either require expensive bilingual signals (word or 
sentence-level alignments) or cannot be simultaneously used 

in monolingual and bilingual settings.



Hybrid model
• 1. Obtain SBWES-1 through Pseudo-

Bilingual Document Training 

• 2. Obtain seed lexicons through 
SBWES-1 

• 3. Obtain SBWES-2, namely, the 
final SBWES, through Post-Hoc 
Mapping with seed lexicons

seed lexicon
+



Some abbreviations
• Seed Lexicon Source: 

• BNC — a list containing 6,318 most frequent English lemmas 
• HFQ — the TOP-N most frequent words occurring in training corpora 
• ORTHO — all words shared between two monolingual vocabularies 

• Translation Method: 
• GT — Google Translate 
• HYB — translation by SBWES-1 using the nearest neighbour distance 

• Translation Pair Reliability: 
• SYM — symmetry constraint: two words are used as seed lexicon pairs only if 

they are mutual nearest neighbours given their representations in SBWES-1  
• ASYM — not adding symmetry constraint



Standard bilingual lexicon learning task (I)

• Evaluation Metrics: We 
measure the BLL performance 
using the standard Top 1 
accuracy. 

• Careful selection of reliable 
pairs can lead to peak 
performances even with a 
lower number of pairs.



Standard bilingual lexicon learning task (II)

• The choice of seed lexicon pairs may strongly influence the 
properties of the SBWES.



Lexicon size
• Do not blindly use all potential training pairs, but rely on the reliable ones.  
• Google translate can be safely replaced by a document-level embedding 

model.
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