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• What problem does this paper want to tackle? 
– Short-Text Conversation (STC). 

– Only considers one round of conversation. 

– Each round is formed by two short texts, with the former being 

    an input (referred to as post) from a user and the latter a       

    response given by the computer. 

– Utilize sina weibo dataset. 
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• What contributions does this paper make? 
– We propose to use an encoder-decoder-based neural network 

to generate a response in STC. 

– We have empirically verified that the proposed method, when 

    trained with a reasonable amount of data, can yield   

    performance better than traditional retrieval-based and  

    translation-based methods. 
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• What method does this paper utilize? 
– Traditional methods: Retrieval-based and SMT-based models. 

– Employ a neural encoder-decoder for this task, named Neural 

Responding Machine (NRM). 
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• What method does this paper utilize? 
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• What method does this paper utilize? 
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f(·) can be logistic function, 

LSTM and GRU(This paper 

utilizes GRU). 



 

• What method does this paper utilize? 
We consider three types of encoding schemes, namely 1) the 

global scheme, 2) the local scheme, and the hybrid scheme 

which combines 1) and 2). 
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• What’s the experiments results? 
– Data: 
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• What’s the experiments results? 
– Labeled data: 
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• What’s the experiments results? 
– The results of evaluated methods: 

 

 

 

 

 

Short-Text Conversation 

 
 

 The agreement is evaluated by Fleiss’ kappa (Fleiss, 1971), as 

a statistical measure of inter-rater consistency. 



 

• What’s the experiments results? 
– Some cases of NRM: 
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• What’s the experiments results? 
– Friedman test of different models: 
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• Some ideas 
– 1. For tendency of deep learning, CNN, RNN and LSTM will 

use different problems like Short-Text Conversation, Text 

Understanding, Parser and etc. 

– 2. The methods of this paper is not so practical in the 

enterprise of industrial. The retrieval-based method is the 

mainly used method. But we can apply sentence vector to 

improve performance of learning to rank. 
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Thank You ! 


