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WAV2VEC: a convolutional neural network that takes raw audio as 
input and computes a general representation that can be input to a 
speech recognition system.





ASR dataset
l TIMIT: standard train dev and tst
l Train set: si284, dev set:nov93dev , testset: nov92

Pre-training
l WSJ 81hours
l Librispeech 80 hours clean data
l Librispeech 960 hours
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Test set :
1:1000 sentences of Chinese children speak English

model corrcoef

GAN 0.0314

infoGan+logistics regression 0.1285

2:995 sentence Japanese speak English

Human-human 0.5397

infoGan+logistics regression 0.02



C=10
feature length =1 frame



C=10
feature length =1 frame



model corrcoef

Human-human 0.5397

infoGan+logistic regression(C=10 mean) 0.013

infoGan(C=2 mean) 0.237

infoGan(C=2 mode) 0.190


