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Machine Learning and Deep Learning
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Relationship between ML and DL

FEZFISNEZINXE
ANLEGER — KIS, HL%%%HJHU%AI%%
ST — NN 3, IR BAIE— D&, B4

MLEL AN T4,

AR AT 38 EPm I 2R 1) 7 > Bk B AE R 78R e T
Mlae2es], AFEREZOCEREZENEA, i
2&PER ) (Linear Regression)  K¥JME (K-

means, TR HIRRECRRTTE) « K Deep learning foample:
*Xj‘ (Decision Trees, jéﬂ% *E% % ﬁj\*ﬁ» E/\jﬁﬁlj ﬁﬁ Fxample: autS(‘J:;cz:ers Exalflp?e: Example:
%) . BEHLAR# (Random Forest, 1z HMEZ4) MLPs Losistic
Mt —# %) . PCA (Principal Component e
Analysis, FE&77#H1) « SVM (Support Vector ' _
Machine, jz%%ﬁ%jﬂl) U\&ANN ( Artificial Representation learning

Neural Networks, A T &M %)

Machine learning

TN A8 2 PP 28 DU R R 58 2 3] RS I

Figure 1.4: A Venn diagram showing how deep learning is a kind of representation learning,
which is in turn a kind of machine learning, which is used for many but not all approaches
to Al. Each section of the Venn diagram includes an example of an Al technology.
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Speaker Recognition and kaldi
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dio Code
=3

x
exp=exp/dvector tdnn_dim${dvector dim}

4 SRE_DVECTOR

b B .vscode

4 = conf
2 fbank.conf
£ mfcc.conf
2 vad.conf

=

exp

]
B local

B prelog

M sid

B steps thchs=/nfs/public/materials/data/thchs30-openslr
]

.
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C]

utils
cmd.sh
path.sh
RESULTS
2 runsh
testlog
train_raw_dnn.py

B zy-prepare.sh

local/thchs-3@ data prep.sh $thchs/data thchs3e
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Data preparation#{iiE /&S
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feature and alignment generation$SEHREVSYIFF
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feature and alignment generation$SEHREVSYIFF
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Stacked filterbank

energy features.

DNN-trainingi)ll&iRE#L2 R4S

from the last hidden layer.
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Fully-connected maxout hidden layers.
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DNN-trainingill&5FERLZ ML

import libs.nnet3.train.frame_ level objf as train_lib
import libs.nnet3.report.log parse as nnet3 log parse

train_raw_dnn.py

logger = logging.getlogger( ' 1libs")
logger.setlevel (logging.INFQ)

e e Streamansr O 1. SHOAEEREY, RENSE, =)
-- o s - - WIZEIE1T5=. BEERGPU,
Vol o o parany

GHIRBFER,

2. IIZReRER, B RREY)
# def get args(): *D%iil

# formatter = logging.Formatter("%(asctime)s [%(pathname)s
handler.setFormatter(formatter) iJl
logger.addHandler(handler)
logger.info('Starting raw DNN trainer (train_raw_dnn.py)'

ST

+ def process_args(args): 3. Malngl%&, {Eﬁﬁtryﬂ]expectiﬁ@
TR RNV BN AERY S

# def train(args, run_opts): fﬁu
o
# def main():

it name_ == " main_ ":
main()
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Figure 2: FEnd-to-end architecture, combining training of
speaker representations (DNN/LSTM box), estimation of a
speaker model based on up to N ’“enrollment” utterances
(in blue), and verification (cosine similarity/logistic regression
boxes).
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Termius - cskt

-bash-4.2% pwd
/work4/preintern/zhangy/kaldi/egs/thchs3e/online_demo
A -bash-4.2% ./run.sh ——test-mode simulated

EBU)\ baSh runSh teSt mOde SImU|ated . SIMULATED ONLINE DECODING - pre-recorded audio is used

Port Forwarding

The (bigram) language model used to build the decoding graph was

estimated on an audio book's text. The text in question is

"King Solomon's Mines" (http://www.gutenberg.org/ebooks/2166).

The audio chunks to be decoded were taken from the audio book read

by John Nicholson(http://librivox.org/king-solomons-mines-by-haggard/)

Hosts

NOTE: Using utterances from the book, on which the LM was estimated
History is considered to be "cheating" and we are doing this only for
the purposes of the demo.
tecent-root (3)
You can type "./run.sh —-test-mode live" to try it using your
tecent-zy (2) own voice!

(i online-wav-gmm-decode-faster ——verbose=1 ——-rt-min=0.8 ——rt-max=0.85 —-max-active=4000 --beam=1
ls/tril/final.mdl online-data/models/tril/HCLG.fst online-data/models/tril/words.txt 1:2:3:4:5
File: Al1_176

tecent-root i O ] J J S O0F =+= W

tecent-zy (2)

45.32128.89 File: D11_750
hE o R —& - el B —F B ] Z M FE R4
tecent-root (4)
compute-wer ——mode=present ark,t:./work/ref.txt ark,t:./work/hyp.txt
%WER -nan [ @ / @, © 1ins, @ del, © sub ]
%SER -nan [ @ / 0 ]
Scored @ sentences, @ not present in hyp.
cslt (2) -bash-4.23%

raspberry (2)

tecent-root

Show more...




GEEEE B runlog &) zy-preparesh %

B runlog
X 5 zy-prepare.sh

corpus_dir=%$1
dir="pwd”

RESULTS echo "creating data/{train,test}, ignore dev set”
run.log
run.sh

BOooCcaAERERRER

zy-preparesh mkdir -p data/{train,test}

for x in train; do
echo "cleaning data/$x"
cd $dir/data/$x
rm -rf wav.scp utt2spk spk2utt word.txt text

echo "preparing scps and text in data/$x"

for nn in “find $corpus dir/$x/¥.wav | sort -u | xargs -i basename {} .wav’; do
spkid="echo $nn | awk -F" @" '{print "" $1}'
spk_char="echo $spkid | sed "s/\([A-Z]\).*/\1/""
spk_num="echo $spkid | sed 's/[A-Z]\([@-9]\)/\1/"
spkid=$(printf ‘%s¥s' “"$spk_char” "$spk_num")

utt_num="echo $nn | awk -F"_@" '{print $2}'°
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tecent-root (3)
tecent-zy (2)

tecent-root (2)

tecent-zy (2)

tecent-root
45.32128.89
tecent-root (4)
raspberry (2)
tecent-root
cslt (2)
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