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Abstract—Visible light face recognition has been well re-
searched but still its performance is limited by varying illumi-
nation conditions. Illumination conditions are major source
of the uncertainty in face recognition systems performance
when it is used in outdoor setting. In order to augment
the performance of visible light face recognition system’s
performance, infrared facial images as a new modality has
been used in the literature. The other intriguing factor in
using the infrared, especially thermal infrared imaging for
facial recognition is the night time surveillance with little or
no light to illuminate the faces. Thermal facial recognition is
used in several covert military applications. The covert data
acquisition has its own environmental constraints. The choice
of infrared makes the system less dependent on external light
sources and more robust with respect to incident angle and
light variations.

In this paper we focus on reviewing recent developments in
thermal IR face recognition and suggest the approaches that
could be useful in matching visible and thermal IR images.

Keywords–Thermal IR; face recognition; cross modality
matching; deep neural networks

I. INTRODUCTION

One of the major limitations in visible light face recogni-
tion is the illumination dependency problem which signifi-
cantly decreases the efficiency of the system, especially, in
the outdoor and night vision applications.

To overcome these limitations several solutions have been
investigated. One of the solutions for the mentioned limita-
tion is using infrared facial images. Recently night vision
devices such as passive infrared cameras are introduced.
These passive thermal infrared cameras capture the radiation
emitted by objects between wavelengths of 3-14 µm. Using
this thermal infrared imagery for face recognition has been
growing in critical security applications. Several methods
have been proposed for thermal infrared face recognition.
Some of the methods used in visible light face recognition
are used on thermal IR face recognition. These include
local feature based methods which extract distinctive local
structural information. In fusion based methods images
or features or decision fused when both the visible and
thermal images are available. Cross modality based methods
match between visible and thermal imagery using distinctive
features. Deep neural network (DNN) based methods find
mapping between thermal and visible imagery and features.

The infrared spectrum is divided into four bandwidths:
Near IR (NIR), Short wave-IR (SWIR), Medium wave
IR (MWIR) and Long wave IR (Thermal IR). Thermal
IR has received the most attention due to its robustness
among others. Thermal IR sensors measure the emitted
heat energy from the object and they dont measure the
reflected energy.Thermal spectrum has some advantages.
Thermal images of the face scan be obtained under every
light condition even under completely dark environments.
Thermal energy emitted from the face is less affected to
the scattering and the absorption by smoke or dust. Thermal
IR images also reveal anatomical information of face that
makes it capable to detect disguises [1].

This paper aims to provide survey on recent progress in
thermal IR face recognition research. It contains few new
references not found in previous surveys.

This paper prescribes new approaches that could be ex-
plored for cross modality face matching between visible and
thermal IR images.

II. II. LITERATURE REVIEW ON THERMAL FACE
RECOGNITION

1) Visible light face recognition: The objective of any
face recognition system is to find and learn features that
are distinctive among people. While it it important to learn
the distinctive feature, it is also important to minimize
the differences between images of a same person captured
under several conditions. These variations included, distance
between camera and person, lighting changes, pose changes
and occlusions.

Visible light face recognition has been well researched
and the performance reached acceptable levels but still the
variation in pose and illuminations are a problem which is
limiting the algorithms reach 100% accuracy. The visible
light face recognition systems are based on local and global
features of the face that are discriminative under controlled
environment. Pose robust visible light algorithms use com-
mon subspace learning in which the images or features are
transformed into a subspace where the intra-class variations
are minimized and inter class variations are maximized. The
subspace or the manifold must allow better classification of
the facial images.
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Recently deep learning have made rapid progress in face
recognition. The important ingredient being the convolu-
tional filters. Various deep architectures have been proposed
to improve the face recognition performance under various
factors such as pose, low resolution distance, illuminations.
The disadvantage of these methods being they require huge
amount of data for training. This has been partially overcome
by using transfer learning. But still they require good amount
of data and learning time. Some people used deep neural
networks (DNN) only for computing the features that can
be readily classified using various classifiers for better
performance. This reduced the training time as the DNN
required to just compute the features.

These visible light face recognition methods completely
fail when there is no sufficient light or complete darkness.
Infrared imaging helps in capturing the facial images even
under complete darkness.

A. Thermal IR Face recognition: Approaches

Use of Thermal IR imaging in face recognition enable
it to be invariant to even extreme illumination changes.
Face recognition using the visible spectrum may not work
properly in low lighting conditions.

Figure 1. Infrared Face Recognition

Thermal IR sensor measures the heat energy radiation, not
the reflectance from the objects hence thermal IR imagery
is less sensitive to the variations in facial appearance caused
by illumination changes. Figure 1 shows a generic thermal
IR face recognition system which is like any visible light
face recognition system computes distinctive features and
learns them for recognition. Figure 2 shows the visible
light and thermal images are merged together before feature
extraction. This merged image represents both the modalities
and can recognize faces from any modality during testing.
Figure 3 shows how a visible light and thermal features are
concatenated for improvement in recognition with images of
any modality is available.

Thermal infrared face recognition uses most of the visible
light face recognition work. Since both the test and training
sets are Thermal IR these systems perform similar to visible
light face recognition systems. Since Thermal IR images
can be captured at various spectra there is the performance
difference for each spectra could be different.

The Thermal IR imagery can be captured at MWIR or
SWIR. The performance of a method could be different
for each of these spectra as spectra can suppress useful
information also add noise due to their very nature.

Figure 2. Cross modality face recognition using Visible and Thermal IR
images

Figure 3. Heterogeneous face recognition using concatenated features

In situations where both the visible and thermal imagery is
available for training then the face recognition system can
use the both the information for better learning. As seen
in figure 3 the feature of both the visible and thermal IR
spectra can be concatenated to model the faces. The images
of visible and infrared can be merged or fused to come up
with common image that can include information of both
the modalities of the imagery so that given a test image
whether it is visible or infrared the system works reliably.
The recognition be inferior when the test set has only single
modality.

Figure 4 shows a thermal IR face recognition system, that
instead of merging the features or the imagery it projects
them into a common subspace where the features of the a
same person are projected such that they are close by and are
well separated from the other. Canonical correlation analysis
(CCA) and similar methods help in projecting the features
into this common subspace.

Figure 4. Heterogeneous face recognition common subspace learning

Cross modal face matching between the thermal and visi-
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ble spectrum is a much desired capability for the applications
like night-time surveillance. A thermal FR system must
capture a highly non-linear relationship between the two
modalities by using a deep neural network.

Recently deep learning made waves in face recognition
by showing performance close to humans. Some researchers
experimented with finding common features space for ther-
mal IR face recognition. Figure 5 shows a system where the
DNN learns modality mapping between visible light facial
features and thermal IR features. Once the DNN learns this
mapping given a test thermal IR image, the DNN would
be able to map it to a corresponding visible light images.
There are other ways how the deep learning can be used for
Thermal IR face recognition.

Figure 5. Thermal IR and Visible features mapping using DNN

As in visible light face recognition system the thermal IR
face recognition systems require several steps that are nec-
essary for effective feature extraction. The steps include face
detection, localization, pre-processing and feature extraction.

B. Thermal IR face recognition: Pre-processing

Pre-processing of face images is necessary step for ex-
traction of effective features. After face detection the face
images are cropped and normalized. Low pass filtering helps
in removing unwanted noise in the images and to remove
illumination variations. The normalized and cropped visible
and thermal face images are then subjected to Difference of
Gaussian (DOG) filtering, which is a common technique to
remove illumination variations for visible face recognition
[2]. It has been used in visible face recognition to a large
extent. A DOG filter image is constructed by convolutions
of an original image and DOG filter. For images a 2-
dimensional DOG filter is used. DOG filtering, not only
reduces illumination variations in the visible facial imagery,
but also reduces local variations in the thermal imagery
that arises from varying heat/temperature distribution of the
face. Therefore, DOG filtering helps to narrow the modality
gap by reducing the local variations in each modality while
enhancing edge information. The σ of the Gaussian filter
is selected carefully to obtain components that benefit face
recognition and suppress those frequencies that negatively
affect face recognition. Methods using local features ex-
traction benefit from DOG filtering extensively as it will
remove unwanted noise and enhances the required features
such as edges. Same DOG filtering can be used for thermal
IR images with appropriate σ values.

C. Thermal face recognition: Local Features

Initially thermal IR face recognition research used the
methods developed for visible light face recognition. Diego
A. Socolinsky et al. of Equinox corporation studied
appearance-based face recognition algorithms on visible and
LWIR imagery [3]. They considered PCA (principle compo-
nent analysis), LDA (linear discriminant analysis) and ICA
analysis tools for evaluating the recognition performance.
Visible images are illumination compensated and Thermal
images were radiometric calibrated. A brief description of
datasets has been given in section V

They used subspaces of 100- dimensional for PCA, LFA
and ICA, and the LDA. The authors found recognition
performance on visible imagery, regardless of algorithm,
that was worst for pairs where both illumination and fa-
cial expression vary between the training and testing sets.
The authors noted from these results that the recognition
performance is better with LWIR over visible imagery [4].

The use of the LBP operator in face recognition was
introduced in [5] and different extensions from the original
operator have appeared afterwards [6]. Local Binary Patterns
(LBP) used as a means of summarizes local gray level
structure of an image[36]. LBPs have proven to be highly
discriminative features for texture classification [7] and they
are resistant to lighting effects in the sense that they are
invariant to gray level transformations. Many facial regions
are relatively uniform and it is legitimate to investigate
whether the robustness of the features can be improved in
these regions.

LWIR face images are collected by equinox [26]. This
dataset comprises of 40 frames of 91 persons each uttering
vowels with frontal pose, with various lighting settings. Also
some images are taken with the subjects are putting more
expressions. The study has been conducted with and without
glasses. The authors compared the LBP performance against
LDA and found that average performance of both LBP and
LDA are similar when there are no glasses. The performance
degrades with eye glasses. The recognition is performed
using a nearest neighbor classifier in the computed feature
space, using similarity measures like histogram intersection,
log-likelihood statistic and Chi square etc., [2].

The authors in [10], [11], [12] compared various thermal
face recognition methods over Equinox and UCH thermal
face datasets and found that Weber Local Descriptor(WLD)
show better performance on Equinox dataset even with eye
glasses. Appearance based methods are not an option for
faces with facial expressions or artifacts. WLD performs
well even with simple gallery image. SIFT and SURF gives
us the best performance on UCHThermal face dataset which
is the most robust against rotations and facial expressions.

In recent years approaches like wide baseline matching
have become increasingly popular and have experienced
impressive development. Typically, these methods are based
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on local interest points which are extracted independently
from both a test and a reference image, and then character-
ized by invariant descriptors, and finally the descriptors are
matched until a given transformation between the two im-
ages is obtained. Lowes system [13], using SIFT descriptors
and a probabilistic hypothesis rejection stage, is a popular
choice for implementing object recognition systems, given
its recognition capabilities, and near real-time operation. In
addition the SIFT features can be used to register visible
and thermal face images.

D. Thermal face recognition: Fusion

The fusion of thermal and visible images can be done
in image level, feature level (see figures 2 and 3), match
score level and decision level. In those the simplest form of
fusing visible and infrared images are by concatenating the
feature vectors. Some authors proposed fusing the images
in Eigen space. The authors of [14] fused both at image
level and decision level. The authors [15] fused images by
transforming them into wavelet domain and trained on 2V-
GSVM. [16]

Bebis et. al. [8] studied the sensitivity of thermal IR
imagery to facial occlusions caused by eyeglasses. Specif-
ically, their experimental results illustrate that recognition
performance in the IR spectrum degrades seriously when
eyeglasses are present in the probe image but not in the
gallery image and vice versa. To address this serious limi-
tation of IR, the authors fused IR with visible imagery. In
contrast, fusion at multiple resolution levels allows features
with different spatial extend to be fused at the resolution
at which they are most salient. In multi-resolution fusion
[24] both visible light and thermal images are multiscale
transformed then a composite multiscale representation is
constructed from these. During this construction some spe-
cific fusion rules are used. The fused image is obtained
by taking an inverse multiscale transform. Multiscale face
representations have been used in several systems [24].

E. Thermal face recognition: Deep Neural Networks

An alternative method for face recognition would be deep
learning. Deep learning exhibited more advantages and has
been applied to many different fields such as computer vision
and pattern recognition. Please see Figure 5. Deep learning
achieves the complex function approximation through a
nonlinear network structure and shows the powerful learning
ability. Compared with traditional recognition algorithms,
deep learning combines feature selection or extraction and
classifier determination into one step and can study features
to reduce the workload for the manual design feature.

In [17] authors used a convolutional neural network
(CNN) architecture for thermal face recognition. CNN is a
kind of deep learning algorithm. In this thermal images are
firstly obtained from the RGB-D-T face database applied
to CNN network, which can automatically learn effective

features from the thermal face data. Compared with other
state-of-art methods such as LBP, HOG and moments in-
variant, this approach giving better recognition rates. They
tested this method on RGB-D-T face database in which
the images are collected from RGB camera, Kinect camera,
and thermal imaging camera synchronously. Their method
achieved the recognition rates 98%, 99.4%,and 100% on
head rotations, expression variations and illumination varia-
tions respectively.

Due to a very large modality gap, thermal-to-visible face
recognition is one of the most challenging face matching
problem. Deep Perceptual Mapping (DPM) [18] is approach
that captures the non-linear relation between these modalities
by using Deep Neural Networks (DNN).

This network learns the non-linear mapping from thermal
to visible spectrum while preserving the information that
defines the person identity. After obtaining the mapping from
visible to thermal domain, the mapped descriptors of the
visible gallery images are concatenated together to form a
long feature vector. The resulting feature vector values are
normalized and then matched with the similarly constructed
vector from the probe thermal image. University of Notre
Dames UND collection was used in testing which contains
4584 images of 82 subjects distributed evenly in visible and
thermal domain. This approach is given rank-1 Identification
accuracy of 83.73% using all thermal images as probes and
visible images in the gallery.

III. LIMITATION OF THERMAL IR FACE RECOGNITION

Thermal face recognition suffers from several problems.
One of the major problem of the thermal spectrum is the
occlusion due to opaqueness of eyeglasses to the spectra.
Eye glasses cause occlusion leading to large portion of the
face occluded, causing the loss of important discrimina-
tive information. Persons with identical facial parameters
might have radically different thermal signatures. MWIR and
LWIR images are sensitive to the environmental temperature,
as well as the emotional, physical and health condition of the
persons. Alcohol consumption changes the thermal signature
of the persons which could lead to performance degradation.

IV. DATASETS

A. UND Collection X1 [34]

• Collected by the University of Notre Dame
• Using a Merlin uncooled LWIR camera and a high

resolution visible color camera
• Consisting of visible and LWIR images
• Acquired across multiple sessions for 82 distinct sub-

jects
• The total number of images is 2,293

B. WSRI Dataset [35]

• The WSRI dataset was acquired by the Wright State
Research Institute at Wright State University.
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• Number of subjects 119 subjects
• 3-visible, 3- corresponding MWIR images
• Manually annotated fiducial points (left eye, right eye,

tip of nose, and center of mouth)

C. Equinox Dataset [26]

• LWIR images collected by Equinox Corporation.
• This database is composed of 3 sequences of 40 frames

from 91 persons,
• Three different lights source: frontal, left lateral and

right lateral
• Captured while people were pronouncing the vowels

standing in frontal position
• Three more images from each person with smile, frown

and surprise expressions
• Repeated for those persons who wore glasses

V. WAY FORWARD FOR THERMAL IR FACE
RECOGNITION

Subspace learning methods are one type of the most
popular methods for cross-modality matching. They aim to
learn a common subspace shared by different modalities of
data, in which the similarity between different modalities
of data can be measured. Unsupervised subspace learning
methods use pairwise information to learn a common latent
subspace across multi-modal data. They enforce pair-wise
closeness between different modalities of data in the com-
mon subspace.

Restricted Boltzmann Machines (RBM) is an undirected
graphical model that can learn the distribution of training
data [23] to learn a joint latent space for matching images.

Besides CCA, Partial Least Squares (PLS) and Bilinear
Model (BLM) are also used for cross-modal retrieval. These
cross-modal methods map images with different modalities
to a common linear subspace in which they are highly
correlated.

Recently, novel deep neural network architectures at-
tracted lot of attention of researchers to solve several difficult
learning problems due to its improved state of the art
performance in their respective domains like image classifi-
cation [19], face recognition [20], image generation [21] etc.,
Various deep architectures can be used for cross modal face
recognition to reduce the modality gap between two modal-
ities, hence cross modal face recognition can be performed.
One of them is usage of Siamese neural network [22] can
be used to extract common features from two modalities,
and any classifier can be used to classify the given probe
face. Another deep architecture CorrNet [23] can be used
to reduce modality gap between thermal and visible images
for thermal to visible face recognition applications, where
this network ensures that common representations of the two
modality faces are correlated. See figure 5.

Inspired by the success of deep neural networks , a
variety of deep multi-view feature learning methods have

been proposed to capture the high-level correlation between
multi-view data. Recently, a deep canonically correlated
autoencoder (DCCAE) [32] is proposed by combining the
advantages of the deep CCA and autoencoder based ap-
proaches. DCCAE consists of multiple autoencoders and
optimizes the combination of canonical correlation between
the learned representations and the reconstruction errors of
the autoencoders.

Deep Canonical Correlation Analysis (DCCA), [31] a
deep learning method can learn complex nonlinear projec-
tions for different modalities of data such that the resulting
representations are highly correlated. A metric learning
approach for cross modal matching, which considers both
positive and negative constraint. Restricted Boltzmann Ma-
chines (RBM) is an undirected graphical model that can
learn the distribution of training data.

VI. CONCLUSION

In this paper we reviewed some important papers that
exists in the literature for thermal IR face recognition. Both
the local and global features are used for the recognition.
Local features based methods performance better than global
features. When the both the visible and thermal imagery
is available fusion based methods and DNN are used to
find common feature space. MWIR face recognition (VTD
Dataset) performs comparatively with visible light face
recognition[25]. MWIR performs better than visible face
recognition when images acquired in complete darkness.

Texture based methods preform well with both MWIR,
visible for face recognition. Appearance based methods
performs better in MWIR spectrum because MWIR images
are illumination invariant. LWIR imagery is robust to illu-
mination variations and have less intra class variations.

Cross spectral matching could help when the data is not
sufficient and the training dataset doesn’t contain thermal IR
images. Most of the existing systems has only visible images
captured for training. In order to use existing systems and
enable recognition in dark and outdoor scenarios it is nec-
essary to develop systems that can match between thermal
and visible images. Cross-spectral matching is challenging
than intra-spectral matching though the rank-1 accuracies
of cross-spectral matching is low they can be used for face
verifications rank-N accuracies are higher. We suggested few
cross modality matching approaches in section V.

When imagery of both the modalities is available it is
imperative to force the systems to learn both the modal-
ities for better recognition rates. Common Representation
Learning (CRL), wherein different modalities of the data
are embedded in a common subspace, is receiving a lot
of attention recently. Canonical Correlation Analysis is one
such approach. Deep neural networks that can learn cor-
related common representations could be of interest to the
researchers in the coming future.
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